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Preface

As society relies more upon integrated cyber-physical systems, the potential for
security systems breaches increases. As new safeguards are developed and imple-
mented, adversaries continue to develop new ways to breach and disrupt critical
infrastructure. While significant advances in the field of risk assessment have been
achieved, risk-based solutions tend to focus on assessing and strengthening indi-
vidual components of complex systems under specific threat scenarios. Realization
of the inability to predict threats resulted in significant interest in resilience-based
management. The US National Academy of Sciences (NAS) defines resilience as
“the ability to prepare and plan for, absorb, recover from, and more successfully
adapt to adverse events.” This definition calls for a system view of resilience and
provides the basis for several interagency efforts in the USA and EU on developing
metrics for resilience management and for integrating temporal capacity of a system
to absorb and recover from heterogeneous adverse events and then to adapt; resil-
ience provides an entity with the ability to repair, replace, patch, or otherwise recon-
stitute lost capability or performance in physical, cyber, social, and cognitive
domains. Resilience thus uses strategies of adaptation and mitigation to augment
traditional risk management.

The idea for this book was conceived at the NATO Advanced Research Workshop
(ARW) on “Resilience-Based Approaches to Critical Infrastructure Safeguarding.”
This meeting—held in Azores, Portugal, in June 2016—focused on ways in which
military commanders and civilian decision-makers could utilize resilience manage-
ment in their operations. Military and civilian applications of resilience concepts are
concerned with similar threats and need to be harmonized. Ongoing attacks require
immediate response and thus real-time decision-making; resilience, as a property of
a system, must transition from concepts and definitions to an operational paradigm
for system management, especially under emergent and future threats. Methods and
tools that are able to reconcile conflicting information, as well as the complex con-
text of the decision-making environment, will be discussed.

The organization of the book reflects major topic sessions and discussions during
the workshop. Workshop participants were organized into four working groups,
which addressed (1) the methodologies of risk- and resilience-based management

vii
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viii Preface

for critical infrastructure, as well as (2) infrastructure, (3) cybersecurity, and (4)
social domain aspects of critical infrastructure risk- and resilience-based manage-
ment. The papers in Parts I, II, III, and IV review and summarize the risk- and
resiliency-based management approaches discussed for each of the four working
group domains from the NATO workshop. Part V of the book provides a series of
studies that illustrate applications of resiliency-based approaches for critical infra-
structure use and needs across the world. The first chapter of Parts I, II, III, and IV
starts with a group report summarizing the consensus principles and initiatives for
each of the working groups at the NATO workshop. Each part of the book reviews
achievements, identifies gaps in current knowledge, and suggests priorities for
future research in topical areas. The wide variety of content in the book reflects the
workshop participants’ diverse views as well as their regional concerns.

The workshop discussions and papers in the book clearly illustrate that, while
existing risk assessment and risk management frameworks provide a starting point
for addressing risks, emerging risks such as terrorism, new technologies, and cli-
mate change add a significant level of complexity to this process. Resilience is
emerging as a complementary tool to risk assessment that can be used to address
these challenges. The goals of the workshop included the identification of strategies
and tools that could be implemented to reduce technical uncertainty and prioritize
research to address the immediate needs of the regulatory and risk assessment com-
munities. The papers in the book illustrate the various applications of advanced risk
assessment, resilience assessment and management, policy and applications ranging
from environmental management all the way to cybersecurity, and other approaches
to assist researchers and policymakers with benefiting the world at large.

Concord, MA, USA Igor Linkov
Lisbon, Portugal José Manuel Palma-Oliveira
July 2017
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Chapter 1
An Introduction to Resilience for Critical
Infrastructures

Igor Linkov and José Manuel Palma-Oliveira

Abstract Wide ranging and uncertain threats to public health, energy networks,
cybersecurity, and many other interconnected facets of infrastructure and human
activity, are driving governments, including those of the United States, European
Union and elsewhere to further efforts to bolster national resilience and security.
Resilience offers the capability to better review how systems may continually adjust
to changing information, relationships, goals, threats, and other factors in order to
adapt in the face of change and uncertainty — particularly those potential changes
that could yield negative outcomes. Specific to this need, fifty scholars and practi-
tioners of risk and resilience analysis from some twenty countries met in Ponta
Delgada in the Azores Islands from June 26 — 29, 2016 to discuss the challenges
associated with the emerging science of resilience theory and applications.
Sponsored and funded in part by the North Atlantic Treaty Organization (NATO)
Science for Peace and Security Programme, the overall topic of this meeting was
“Resilience-Based Approaches to Critical Infrastructure Safeguarding.” The work-
shop focused on ways in which military commanders and civilian decision makers
alike could utilize resilience analysis in operations. More specifically, workshop
discussion centered on both general resilience theory and analysis as well as various
applications of resilience in topics ranging from cybersecurity to infrastructure
resilience to ecosystem health. This chapter serves as a general introduction to the
perspectives of various participants, as well as a reflection of discussion regarding
how resilience thinking and analysis may be applied to critical infrastructure in vari-
ous applications.

Keywords Resilience * Risk ¢ Critical infrastructure * Network science ° Policy
* Communication

I. Linkov (P<)
US Army Corps of Engineers Research and Development Center, Concord, MA, USA
e-mail: Igor.Linkov@usace.army.mil

J.M. Palma-Oliveira
University of Lisbon, Lisbon, Portugal

© Springer Science+Business Media B.V. 2017 3
I. Linkov, J.M. Palma-Oliveira (eds.), Resilience and Risk, NATO Science for

Peace and Security Series C: Environmental Security,

DOI 10.1007/978-94-024-1123-2_1

fmarina@fb.bg.ac.rs


mailto:Igor.Linkov@usace.army.mil

4 I. Linkov and J.M. Palma-Oliveira

Wide ranging and uncertain threats to public health, energy networks, cybersecurity,
and many other interconnected facets of infrastructure and human activity, are driv-
ing governments, including those of the United States, European Union and else-
where to further efforts to bolster national resilience and security. Concerns arise
from an increasingly interconnected world, where infrastructure systems rely on
novel technologies that, while expanding services and promoting system maturation
and growth, expose such systems to new and cascading risks that could devastate
the normal functioning of important systems. Such risks — ranging from cybersecu-
rity to loss of biodiversity to important ecosystem services — represent growing
challenges for risk managers in the twenty-first century. They require developing
conventional risk management strategies, but also resilience-driven strategies to
adequately protect against undesirable consequences of uncertain, unexpected and
often dramatic events.

The National Academy of Sciences (NAS) defines disaster resilience as “the
ability to plan and prepare for, absorb, recover from, and adapt to adverse events”
(NAS 2012). The NAS definition highlights a societal need to address highly uncer-
tain and consequential risk events that are not easily addressed through traditional
approaches of risk management. With this in mind, the paragraph above defines a
scientific challenge about complexity, interdependencies, forms of adaptation, scale
that requires a new synthesis across complexity, biology, computers, social and cog-
nitive sciences. Connecting the science challenge to the societal need will require
engineering advances — and critically those advances will necessarily bridge the
traditional divide between engineering disciplines and social sciences.

With this in mind, decision makers and policymakers have utilized the concept
of resilience to evaluate the capability of various complex systems to maintain
safety, security and flexibility, and recover from a range of potential adverse events.
Further, resilience offers the capability to better review how systems may continu-
ally adjust to changing information, relationships, goals, threats, and other factors
in order to adapt in the face of change — particularly those potential changes that
could yield negative outcomes. Preparation for reducing the negative consequences
of such events when they occur is generally thought to include enhancing resilience
of systems in desirable states, and have been described as including considerations
of risk assessment as well as necessary resilience actions before, during, and after a
hazardous event takes place. As such, resilience efforts inherently consider the pas-
sage of time and shifting capabilities and risks that may accrue due to changes in
system performance and capacity to absorb shocks. Resilience strategies have the
potential to radically change how a nation prepares itself for the potential disrup-
tions of key services such as its energy, water, transportation, healthcare, communi-
cation and financial services. When nations prepare for recovery from external
shocks of a significant magnitude, resilience strategies must be considered.

Despite the promise of resilience analysis to improve the safety and security of
the variety of industries mentioned, and others, the field remains relatively new to
the risk management community. Some risk managers oppose risk and resilience,
some articulate the two concepts for their complementarity, some say that risk is
part of resilience, others say that resilience is part of risk. One recurring complica-
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1 An Introduction to Resilience for Critical Infrastructures 5

tion is the lack of standardization in the field. Practitioners employ a variety of defi-
nitions, metrics, and tools to assess and manage resilience in differing applications.
Another complication includes the sheer breadth of what resilience analysis implies,
both from the standpoint of methodology as well as case applications. These issues
motivate the need to provide an overview of various perspectives on the definitions,
interpretations, and methodological underpinnings of resilience analysis and think-
ing as it relates to more traditional risk management. Such an exercise is necessary
for, and vital to, the future of the field, where further structuration will be needed to
facilitate a more common set of definitions and working tools that practitioners can
use to deploy resilience into various fields in the future.

Specific to this need, 50 scholars and practitioners of risk and resilience analysis
from some 20 countries met in Ponta Delgada in the Azores Islands from June
26-29, 2016 to discuss the challenges associated with the emerging science of resil-
ience theory and applications. Sponsored and funded in part by the North Atlantic
Treaty Organization (NATO) Science for Peace and Security Programme, the over-
all topic of this meeting was “Resilience-Based Approaches to Critical Infrastructure
Safeguarding.” The meeting utilized the collective experience and insight of schol-
ars and experts across industry, government, academia, and other organizations to
explore various interpretations and understandings of resilience in order to provide
a comprehensive and universal understanding of how the methodology might be
applied to critical infrastructure systems in various disciplines and applications.

The workshop focused on ways in which military commanders and civilian deci-
sion makers alike could utilize resilience analysis in operations. More specifically,
workshop discussion centered on both general resilience theory and analysis as well
as various applications of resilience in topics ranging from cybersecurity to infra-
structural resilience to ecosystem health. In this vein, uncertain yet consequential
shocks and stresses that challenge a system’s resilience require immediate response
and thus real time decision making. As such, this workshop sought to discuss how
methods and tools are able to address such concerns by reconciling conflicting
inputs, overcoming high uncertainty, and facilitating context-driven decision mak-
ing within various resilience applications. These topics were addressed via a collec-
tion of panel discussions and presentations as well as within smaller working
groups. For the former, seven panels were organized across the three-day workshop
to review various considerations and applications of resilience.

Within such discussion, topics included areas such as with Resilience Needs in
Partner Countries, the Integration of Risk and Resilience into Policy, Cyber Risk
and Resilience, and others. For each panel discussion, invited participants were
asked to organize a presentation in order to stimulate discussion regarding various
panel topics and applications of resilience theory and practice. For the latter, work-
shop participants were organized into four working groups that addressed risk and
resilience based management in (1) infrastructure, (2) cyber, (3) social domains, and
(4) methodology and tools for cross-domain integration. This chapter serves as a
general introduction to the perspectives of various participants, as well as a reflec-
tion of discussion regarding how resilience thinking and analysis may be applied to
critical infrastructure in various applications. While specific topics of resilience will
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be addressed within each of the individual chapters, remaining sections of this chap-
ter will discuss the participants’ perspectives on (i) a comparison of risk-based and
resilience-based strategies, (ii) features of resilience, and (iii) a layout of topics
covered in throughout the book.

1.1 Comparison of Risk and Resilience Management
Strategies

Resilience analysis fundamentally maintains much of the same philosophical back-
ground as traditional risk assessment. However, resilience analysis additionally
delves into the unknown, uncertain and unexpected at the scale of systems rather
than individual components. Resilience thinking requires practitioners to ponder
potential future threats to system stability and develop countermeasures or safe-
guards to prevent longstanding losses. Resilience analysis maintains one primary
difference in the sense that it primarily focuses on outcomes: practitioners are
directly concerned by the ability of the impacted organization, infrastructure, or
environment to rebound from external shocks, recover and adapt to new conditions.
In other words, where traditional risk assessment methods seek to harden a vulner-
able component of the system based upon a snapshot in time, resilience analysis
instead seeks to offer a ‘soft landing” for the system at hand. Resilience manage-
ment is the systematic process to ensure that a significant external shock — i.e. cli-
mate change to the environment, hackers to cybersecurity, or a virulent disease to
population health — does not exhibit lasting damage to the functionality and effi-
ciency of a given system. This philosophical difference is complex yet necessary in
the face of the growing challenges and uncertainties of an increasingly global and
interconnected world.

In reviewing the similarities and differences in the fields of risk and resilience
(approaches and methodologies), it is necessary to consider the philosophical, ana-
Iytical, and temporal factors involved in each field’s deployment (Aven 2011).
Philosophical factors include the general attitude and outlook that a risk or resil-
ience analyst expresses when understanding and preparing for risks in a given
model. Analytical factors include those quantitative models and qualitative prac-
tices deployed to formally assess risk in a particular model. Lastly, temporal factors
include the timeframe over which risk is traditionally considered using the analyti-
cal models available. Overall, consideration of these and other factors will demon-
strate that, while resilience analysis does differ somewhat from more conventionally
utilized risk assessment, resilience thinking is highly compatible with existing
methods and are synergistic with traditional risk analysis approaches.

Philosophically, risk and resilience analysis are grounded in a similar mindset of
(a) avoiding negative consequences of bad things happening and (b) reviewing sys-
tems for weaknesses and identifying policies or actions that could best mitigate or
resolve such weaknesses. Risk is the operative term for both methodologies, and the
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overall goal is to lessen as much as possible the damages that could accrue from a
hazardous external shock or other undesirable event. As such, practitioners of both
mindsets are explicitly required to identify and categorize those events that could
generate hazardous outcomes to humans, the environment, or society in general (i.e.
commerce, infrastructure, health services, etc.), and subsequently identify counter-
measures to meet such hazards.

However, the two methodologies contrast on two key aspects: how to assess and
understand uncertainty, and how to judge outcomes of hazardous events (Scholz
et al. 2012; Fekete et al. 2014; Aven and Krohn 2014). For the former, a traditional
risk analysis approach would seek to identify the range of possible scenarios in an
ad hoc or formalized manner, and protect against negative consequences of an event
based upon the event’s likelihood, consequences and availability of funding, to
cover an array of issues for a given piece of infrastructure or construct. In this way,
conventional risk assessors generally construct a conservative framework centered
upon system hardness, such as with system protections, failsafe mechanisms, and/
or response measures to protect against and respond to adverse events. Such a
framework has its benefits, but as we discuss in the next section, if the risk philoso-
phy that supports the analysis is too rigid and inflexible, this can hinder event
response efforts to rebound from a severe or catastrophic event.

For judging outcomes of hazardous events, resilience analysis fundamentally
seeks to provide the groundwork for a ‘soft landing’, or the ability to reduce harms
while helping the targeted system rebound to full functionality as quickly and effi-
ciently as possible, which may imply adaption to new conditions. This is consistent
with The National Academy of Sciences (NAS) definition of resilience, which
denotes the field as “the ability to plan and prepare for, absorb, recover from, and
adapt to adverse events.” While this difference may appear subtle, it carries a signifi-
cantly different operating statement that causes resilience analysts to focus more on
‘flexibility’ and ‘adaptation’ within their targeted systems. This differs from the
conventional approach commonly deployed by traditional risk analysis, which
instead seeks to identify a system that is fail-safe in nature yet inherently conserva-
tive. However, the intrinsic uncertainty of the world, the various actors and forces at
work, and the systemic nature of many risks, make it significantly unlikely that
inflexible systems would prevent all risks in the long run, or would adequately pro-
tect against severe events that could cause lasting and sweeping damage to society
and the environment. This is particularly true for low-probability events, which have
a significant chance of being written off in a traditional risk assessment report as
being excessively unlikely enough to not warrant the proper resources to hedge
against (Park et al. 2013; Merz et al. 2009). Even high-consequences events are
often written off of many decision-makers’ agendas, when they have a low probabil-
ity of occurrence.

Analytical differences between traditional risk analysis and resilience analysis
are less understood and developed due to the relatively recent attention to resilience.
However, it is possible to derive some understanding based upon the philosophical
frameworks that underlie the risk management process. Both risk analysis and resil-
ience analysis permit the use of both quantitative data and qualitative assessment,
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which allows for greater overall flexibility in applications ranging from well-known
hazards to highly uncertain and futuristic hazards through the utilization of subject
expert insight where quantitative data is limited. Such information is generally inte-
grated into a specific index or model in order to translate the findings into a mean-
ingful result for the risk analyst, who is then able to offer either an improved
understanding of the real risk that certain hazards pose against targeted infrastruc-
ture and/or an improved review of which alternative actions or policy options may
be taken to mitigate the harms presented by such risks.

Quantitative data may be derived from engineering tests in the field, climate
models, design specifications, historical data, or experiments in a laboratory, among
others, where policymakers and stakeholders are able to view and assess the likeli-
hood and consequence of certain risks against identified anthropologic or natural
infrastructure. Likewise, qualitative assessment is generally derived from meetings
with subject experts, community leaders, or the lay public, and can be can be used
for narrative streamlined assessment such as with content analysis. In most cases, it
is optimal to include both sources of information due to the ability of quantitative
field data to indicate more accurate consequences and likelihoods of hazard along-
side qualitative assessment’s ability yield greater context to an existing understand-
ing of risk data. However, it is often not possible for both sets of information to be
generated with full confidence, either because of a lack of reliability within qualita-
tive sources of assessment or because of lack or insufficience of quantitative data
(due to the rarity of the situation that is studied, or concerns of ethical experimenta-
tion, and/or cost and time issues), leaving policymakers and stakeholders to make
the best decisions with what is available to them. This is universally true for both
traditional risk analysis and its fledgling partner in resilience analysis, and is likely
to be the case for any risk assessment methodology to be developed in the future.

However, conceptualizations of risk and resilience are different. Resilience
quantification is less mature than its peer methodology in traditional risk assess-
ment, which otherwise has decades of practical use. This is because resilience is
particularly relevant for dealing with uncertain threats, which are always difficult, if
not impossible, to quantify. Nonetheless, several quantitative, semi-quantitative,
and qualitative approaches have been proposed and deployed to measure systemic
resilience at local, national, and international levels for a variety of catastrophic
events (generally those with low-probability, high-consequences). Some of these
approaches could be relatively simplistic, for example with a qualitative classifica-
tion system. Others are more complex, for example with resilience matrices or
highly complex network analysis, where the availability of information and user
preferences determines the level of sophistication deployed for a given resilience
case. Despite these differences, however, resilience thinking and analysis will be
similarly dogged by the potential for ‘garbage-in, garbage-out’ analysis, where
resilience practitioners must be vigilant, rigorous and robust in their use of relevant
and valid quantitative data or qualitative information for whichever risk classifica-
tion they to employ (Hulett et al. 2000).

Temporally, risk analysis and resilience analysis are required to consider the
near-term risks that have the potential to arise and wreak havoc upon complex sys-
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tems (Hughes et al. 2005). Both engage in exercises that identify and chart out those
potential dangers that threaten to damage the infrastructure in question. This exer-
cise can range from being unstructured and ad hoc to organized and iterative, yet
ultimately analysts consider a series of threats or hazards that can have some mea-
surable impact upon natural or man-made structures. These hazards are then
reviewed based on their likelihood of occurrence and consequences on outcome,
which is another iterative process. Lastly, risk analysts are required to assess the
immediate aftermath of the various adverse events that were initially identified, and
gain a greater understanding into how different components of infrastructure may
be damaged and what the consequences of this may be.

Resilience analysis differs temporally from traditional risk analysis by consider-
ing recovery of the system once damage is done. Thus, in addition to considering
system decline immediately after an event (i.e. risk), resilience adds consideration
of longer term horizons that include system recovery and adaptation. Traditional
risk analysis can integrate recovery and adaptation (for example, by considering
probability of system to recover by specific time after event or likelihood that it will
be able to adapt), yet this is not necessarily the prime focus of the overall risk ana-
lytic effort. Instead, a traditional risk analysis project constructs the ideal set of poli-
cies that, given available money and resources, would offer the best path forward for
risk prevention and management. Attention to longer term and lower probability
threats is often neglected in favor of more intermediate and likely dangers, with only
limited emphasis or focus on the need for infrastructural and organizational resil-
ience building, in the face of uncertain and unexpected harms. In this way, tradi-
tional risk assessment may not accurately or adequately prepare for those
low-probability yet high-consequence events that could dramatically impact human
and environmental health or various social, ecological, and/or economic systems
that have become ubiquitous within modern life.

1.2 Features of Resilience

Globalization is increasing and strengthening the connectivity and interdependen-
cies between social, ecological, and technical systems. At the same time, increasing
system complexity has led to new uncertainties, surprising combinations of events,
and more extreme stressors. Confronted by new challenges, the concept of resil-
ience, as an emergent outcome of complex systems, has become the touchstone for
system managers and decision-makers as they attempt to ensure the sustained func-
tioning of key societal systems subject to new kinds of internal and external threats.
Ecological, social, psychological, organizational, and engineering perspectives all
contribute to resilience as a challenge for society. However, there are weak linkages
between concepts and methods across these diverse lines of inquiry. Useful ideas
and results accumulate and partially overlap but it is often difficult to find the com-
mon areas. Further, the different technical languages hamper communication of
ideas about resilience across of the different contributing disciplines and application
problems.
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Connelly et al. (2016) identified features of resilience that are common across
conceptualizations of resilience in various fields including (i) critical functions (ser-
vices), (i) thresholds, (iii) recovery through cross-scale (both space and time) inter-
actions, and (iv) memory and adaptive management. These features are related to
the National Academy of Science definition of resilience through the temporal
phases of resilience (Table 1.1). The concept of critical functionality is important to
understanding and planning for resilience to some shock or disturbance. Thresholds
play arole in whether a system is able to absorb a shock, and whether recovery time
or alternative stable states are most salient. Recovery time is essential in assessing
system resilience after a disturbance where a threshold is not exceeded. Finally, the
concepts of memory describe the degree of self-organization in the system, and
adaptive management provides an approach to managing and learning about a sys-
tem’s resilience opportunities and limits, in a safe-to-fail manner.

Critical Functions (Services) Understanding the resilience of systems focuses on
assessing how a system responds to sustained functioning or performance of critical
services while under stress from an adverse event. In assessing resilience, it is nec-
essary to define the critical functions of the system. Stakeholders play a key role in
defining critical functions (Palma-Oliveira et al. 2017). Operationalizing resilience
concepts depends on identifying the resilience of what, to what, and for whom. In
addition, system resilience depends on how the boundaries of the system are drawn
(i.e., the chosen scale of interest) and the temporal span of interest. Scale is often
dictated by the social organizations responsible for managing the system based on
temporal and spatial dimension (Cumming et al. 2006). Thus, stakeholders influ-
ence how resilience is assessed both in terms of defining critical functions and sys-
tem scale. For example, the Resilience Alliance workbooks for practitioners
assessing resilience in socio-ecological systems asks stakeholder groups to envision
the system and scale of interest, possible disturbances, and to identify vulnerabili-
ties (Resilience Alliance 2010). Further, with respect to psychological resilience,
individuals are responsible for assessing resilience through self-reported inventories
of protective factors (e.g., adaptable personality, supportive environment, fewer
stressors, and compensating experiences) (Baruth and Caroll 2002). It is common
practice to use questionnaire responses of stakeholders to assess resilience in psy-
chological and organizational systems.

Thresholds The concept of resilience involves the idea of stable states or regimes
in which a system exists prior to a disruptive event. Systems are able to absorb
changes in conditions to a certain extent. Further, resilient systems have higher
ability to anticipate and use other forms of information and have different ways to
synchronize over multiple players (Woods 2003). However, if a shock perpetuates
changes in conditions that exceed some intrinsic threshold, the system changes
regimes such that the structure or function of the system is fundamentally differ-
ent. It is the balance of positive and negative feedbacks that can cause a system
trajectory to exceed a threshold and degrade system performance (leading to the
“collapse” phase of the adaptive cycle) (Fath et al. 2015). The nested nature of
systems contributes to the possibility of cascading effects when a threshold at one
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Table 1.1 Resilience features common to socio-ecology, psychology, organizations, and
engineering and infrastructure, which are related to the temporal phases from the National
Academy of Science definition of resilience (discussed in Connelly et al. 2017)

Description by application domain

NAS Engineering
phase of | Resilience Socio- &
resilience | feature ecological | Psychological | Organizational |Infrastructure
Plan Critical function | A system function identified by stakeholders as an important
dimension by which to assess system performance
Ecosystem | Human Goods and Services
services psychological services provided by
provided to | well-being provided to physical and
society society technical
engineered
systems
Absorb Threshold Intrinsic tolerance to stress or changes in conditions where
exceeding a threshold perpetuates a regime shift
Used to Based on sense | Linked to Based on
identify of community | organizational |sensitivity of
natural and personal adaptive system
breaks in attributes capacity and functioning to
scale to brittleness changes in
when close to | input
threshold variables
Recover | Time Duration of degraded system performance
Emphasis Emphasis on Emphasis on Emphasis on
on time of time until time until
dynamics disruption (i.e., |recovery recovery
over time developmental
stage:
childhood vs
adulthood)
Adapt Memory/ Change in management approach or other responses in
adaptive anticipation of or enabled by learning from previous
management disruptions, events, or experiences

Ecological
memory
guides how
ecosystem
reorganizes
after a
disruption,
which is
maintained
if the
system has
high

modularity

Human and
social memory,
can enhance
(through
learning) or
diminish (e.g.,
post-traumatic
stress)
psychological
resilience

Corporate
memory of
challenges
posed to the
organization
and
management
that enable
modification
and building
of
responsiveness

to events

Re-designing
of
engineering
systems
designs based
on past and
potential
future
stressors

fmarina@fb.bg.ac.rs



12 I. Linkov and J.M. Palma-Oliveira

scale is crossed and causes disruptions at other scales (Kinzig et al. 2006). The
sensitivity of system and sub-system performance to changes in inputs can be used
to determine resilience thresholds. Resilience thresholds within organizations are
linked to the adaptive capacity of the organization and of the management scheme
utilized. Identifying thresholds prior to exceeding them is difficult and an area of
intense research (Angeler and Allen 2016). When a threshold is crossed, return is
difficult, especially where hysteresis is present. Where or when a threshold is not
exceeded, resilience is still relevant, but measures of return time are more appro-
priate. These concepts are interlinked, and return time may slow as the resilience
limits of a system are approached (i.e., critical slowing) (Dakos et al. 2008; Gao
et al. 2016).

Scale Resilience is often considered with respect to the duration of time from a
disruptive event until recovery (or until the system has stabilized in an alternate
regime), and the spatial extent of the system of interest. We consider space and time
scales as inextricably linked. Changes in critical functionalities are highly corre-
lated in time and space. It is a flawed approach when one aspect of scale is consid-
ered without co-varying the other. There is frequently an emphasis on minimizing
time to recovery where full or critical levels of services or functions are regained.
Engineering resilience, in particular, has a focus on the speed of return to equilib-
rium, but this measure of resilience does not adequately consider the possibility of
multiple stable states, nor account for non-stationarity (Walker et al. 2004). However,
return to equilibrium provides important information about the resilience of a sys-
tem to perturbations that don’t cause the system to exceed a threshold and enter into
an alternative regime. In the psychological domain, there is also a consideration for
the timing of disruptive events within an individual’s lifetime. For example, chil-
dren might be more susceptible than adults to negative psychological impacts from
an event, though this is not always the case. Further, resilience requires an apprecia-
tion for system dynamics over time. It is thought that resilience is linked to the
dynamics of certain key variables, some of which are considered “slow” changing
and constitute the underlying structure of the system while others are “fast” chang-
ing representing present-day dynamics. Panarchy theory captures this cross-scale
structure in complex systems (Allen et al. 2014).

Memory Memory of previous disruptions and the subsequent system response to a
shock can facilitate adaptation and make systems more resilient. For example, Allen
et al. (2016) observe that ecological memory aids in reorganization after a disrup-
tive event. It has also been noted that socio-ecological resilience is enhanced by a
diversity of memories related to the knowledge, experience, and practice of how to
manage a local ecosystem (Barthel et al. 2010). Institutional memory can extend
beyond individuals. For example, institutional memory is responsible for maintain-
ing lessons learned from previous challenges to the organization or to similar orga-
nizations (Crichton et al. 2009). In each case system-wide sensing or monitoring is
essential to capture changes in salient driving conditions and critical functions.
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Memory of an event in the short term often results in increased safety or resilience
through anticipation of a shock or disruptive event through enhanced resistance or
adaptive capacity, though in the long-term the memory of the event fades (Woods
2003). Memory tends to be maintained if the system has high modularity or
diversity.

In human physiology, responding to repeated stressors produces long run changes
in the physiological systems affected by the series of events that evoke stress
responses. Although memory of a past experience can have a negative impact on an
individual, in some cases, memory can enable positive adaptation whereby these
individuals are better able to cope with future stressors. Social memories tend to
influence individuals’ interpretations of reality, and thus maladaptive social memo-
ries can decrease individual and societal resilience.

Adaptive Management Under changing conditions, however, memory of past dis-
turbances and responses may not be sufficient for maintaining system performance
or critical functionality. The concept of adaptive management acknowledges uncer-
tainty in knowledge about the system, whereby no single management policy can be
selected with certainty in the impact. Instead, alternative management policies
should be considered and dynamically tracked as new information and conditions
arise over time. Accordingly, management is able to adapt to emergent conditions,
reduce uncertainty, and enhance learning in a safe-to-fail manner. By adjusting
response strategies in advance to disruptive events, management is able to build a
readiness to respond to future challenges. Anticipation and foresight lead
organizations to invest in capabilities to deal with future disruptions and prepare for
multi-jurisdictional coordination and synchronization of efforts such that the system
adapts prior to disturbances. Thus, system-wide sensing (and monitoring), antici-
pating disruptions, adapting and learning (from both success and failure) occur pro-
actively and in a perpetual cycle, or until key uncertainties are reduced (Park et al.
2013).

There are a number of common features of resilience linked to the planning,
absorbing, recovering and adapting phases identified in the NAS definition.
Preparing or planning for resilience involves stakeholder identification of critical
functions of the system and the strategic monitoring of those functions. Intrinsic
thresholds or boundaries determine the amount of disturbance a system can absorb
before the system enters an alternate regime, whereby the structure and/or critical
functions of the system are different. Whether the system transitions to a new regime
or remains the same, the time until the system (performance and critical functional-
ity) recovers from a disturbance is used to assess resilience. Finally, memory and
adaptive management facilitate system coping to changing conditions and stressors,
even in an anticipatory sense. These features, along with stakeholders and scale, are
important across domains in understanding and communicating resilience
concepts.
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1.3 Benefits of Resilience Thinking Over Traditional Risk
Analysis

Traditional risk analysis and resilience analysis differ, yet overall they must be con-
sidered complementary approaches to dealing with risk (Fig. 1.1). One way to
assess how they are complementary is to consider Risk Assessment as bottom-up
approach starting from data and resilience as Top-Down approach starting with mis-
sion and decision maker needs with obvious need for integration. Risk assessment
process starts with data collection and progresses through modelling to character-
ization and visualization of risks for management while resilience starts with assess-
ing values of stakeholders and critical function and through decision models
progresses towards generation of metrics and data that ultimately can inform risk
assessments.

Resilience analysis focuses on both everyday dangers and hazards to organiza-
tional and infrastructural condition along with longer term or lower probability
threats that have significantly negative outcomes. The purpose of such focus is to
improve the target’s ability to ‘bounce back’ from an adverse event, or reduce the
time and resources necessary to return the impacted infrastructure back to normal
operating procedures. In this way, resilience analysts are by default required to con-
sider risk over the extended or long term and review those events which could pre-
vent a system or infrastructure from returning to full functionality for an extended
period. Though not universally true, resilience management may afford policymakers

Goal Identification and Problem
TR Management

What are the goals,
alternatives,and
constraints?

Risk Characterization

What are the risks relative to a
threshold? How do they compare to

other alternatives?
Decision Model M d |
What are the criteria and metrics, ode Ing
RO €D R SRS G- Physical/Statistical Model
maker values -
What is the hazard?
What is exposure?
Metrics Generation and
Alternative Scoring
- Data
How does each alternative score . Data Collection
along our identified criteria and COl IeCt| on o

What are fundamental
properties/mechanisms
associated with each alternative?

metrics?

Fig. 1.1 Risk and resilience integration (After Linkov et al. 2014)

fmarina@fb.bg.ac.rs



1 An Introduction to Resilience for Critical Infrastructures 15

and stakeholders a greater upfront defense against system endangering hazards such
as those that occurred in the case of Hurricane Katrina or Superstorm Sandy.

A conventional way to determine how risk and resilience are complementary is
to consider that risk assessment is the preliminary phase to resilience analysis. It
provides the first elements needed to trigger, or not, the need for resilience assess-
ment. This is particularly true in the case of low-probability, high consequence risks
of the distance future, such as those associated with climate change, large-scale
cybersecurity threats, or severe weather events on the coasts. In this way, resilience
analysis adds a different perspective that traditional risk analysts may otherwise
miss — the ability to understand the capacity of an organization or infrastructural
system to rebound from a massive external shock. While it is impossible to fully
predict a highly uncertain and infinitely diverse future, a robust resilience analysis
can offer system level preparation across physical, information and social domains
thus improving the functionality of the system in the midst of a crisis. While low-
probability high-severity events are rare, several have been experienced in recent
memory (ranging from the September 1Ith terrorist attacks to the Fukushima
Daiichi nuclear disaster), making resilience assessment both a realistic and highly
useful tool to minimize unnecessary losses to infrastructure, capital, and most
importantly, human wellbeing.

These benefits of resilience analysis do not immediately mean that resilience
analysis is an all-around improvement over conventional risk analytic methods. For
traditional risk analysis, risk planning is a multistage effort that requires advanced
threat identification for hazardous events prior to their occurrence with follow-up
risk mitigation focused on hardening vulnerable system components. Resilience
analysis starts with identifying critical functions of the system and stakeholder val-
ues with subsequent assessment of system improvement alternatives. Resilience
analysis centers on the integration of risk perception (the active identification of risk
and hazard in the midst of uncertainty), risk mitigation (steps taken to reduce harms
before they occur), risk communication (the need for a clear and meaningful dis-
course on the seriousness of risk to the general population), and risk management
(post hoc measures to address a realized hazard) collectively guide any risk or resil-
ience effort. In this way, resilience analysis is far more than a focus on rebounding
from a serious risk event, but rather a series of similar steps as with conventional
risk analysis that has its own angle on how to best prepare for such hazards.

Resilience analysis cannot, however, replace risk assessment. Its systems
approach is characterized by a higher complexity of conceptualization and discon-
nect from specific system components that needs to be engineered individually.
Moreover, less severe and better characterized hazards are better served by existing
conventional methods that adequately assess perceived cost and benefits for a given
action.
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1.3.1 Resilience Discussion from the NATO Workshop
on Safeguarding Critical Infrastructure

Overall, the Azores workshop focused on ways in which military commanders and
civilian decision makers could utilize resilience management in operations. Military
and Civilian applications of resilience concepts are concerned with similar threats
and need to be harmonized. Ongoing attacks require immediate response and thus
real time decision making; resilience, as a property of a system, must transition
from concepts and definitions to an operational paradigm for system management,
especially under emergent and future threats.

This chapter serves as a general introduction to the concept and application of
resilience, specifically as it relates to traditional risk management, and in particular
about suggestions for metrics or indicators that can be developed to assess resilience
in a system, and the performance of resilience strategies. Further to this point, the
following chapters describe applications of resilience to critical infrastructure from
various methodological and analytical perspectives.

Workshop participants were organized into four working groups, which address
risk and resilience based management in (1) infrastructure, (2) cyber, and (3) social
domains and (4) methodology and tools for cross-domain integration. “State of the
Science and Practice”. Each of these groups produced reports on their particular
domain of resilience thinking and management, which are further amplified by indi-
vidual submissions by various international authors.
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Chapter 2

Towards a Generic Resilience Management,
Quantification and Development Process:
General Definitions, Requirements, Methods,
Techniques and Measures, and Case Studies

Ivo Haring, Giovanni Sansavini, Emanuele Bellini, Nick Martyn,
Tatyana Kovalenko, Maksim Kitsak, Georg Vogelbacher, Katharina Ross,
Ulrich Bergerhausen, Kash Barker, and Igor Linkov

Abstract Generic standards on risk management and functional safety (e.g. ISO
31000 and IEC 61508) and similar frameworks proved to be surprisingly efficient to
trigger and consolidate a widely accepted and ever more effective best practice fron-
tier for risk control. In particular, this includes fundamental and applied research
activities to improve processes and to provide more advanced, interlinked and effec-
tive methods for risk control. However, this also included the identification of yet
unresolved challenges and lacks of completeness. The present work goes beyond
these frameworks to address the need for a joint approach to frame resilience man-
agement and quantification for system development and improvement. It is
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understood as extending classical risk control to creeping or sudden disruptive, unex-
pected (unexampled) events, as strongly focusing on technical systems and organiza-
tional capabilities to bounce back (better) and as providing generic (technical)
resilience capabilities for such resilience response performance. To this end, the
article presents general resilience requirements, a resilience management process,
which systematically refers to a resilience method taxonomy, resilience levels as well
as an applicability table of methods to different resilience management steps for each
resilience level. Three case studies elucidate the approach: (i) disruption effect simu-
lation for the Swiss energy grid, (ii) data-driven resilience of the urban transport
system of Florence, and (iii) Ontario provincial resilience model in Canada. The
approach comprises representative existing resilience concepts, definitions, quantifi-
cations as well as resilience generation and development processes. It supports the
development of further refined resilience management and quantification processes
and related improved methods in particular to cover jointly safety and security needs
as well as their practical application to a wide range of socio-technical cyber-physical
hybrid systems. This will foster credible certification of the resilience of critical
infrastructure, of safety and security critical systems and devices.

Keywords Resilience management ¢ Resilience quantification ¢ General require-
ments * Process ® Method taxonomy ¢ Resilience levels ¢ Resilience method rigor ¢
Case study ¢ Resilience concept ® Resilience definition ¢ Safety ¢ Security  Technical
safety ¢ Safety II « Cyber resilience  Resilience engineering ® Technical science-
driven resilience improvement

2.1 Introduction and Motivation

In recent years an increasing number of resilience concepts (e.g. Rose 2004; Thoma
2011, 2014; Kovalenko and Sornette 2013; Righi et al. 2015; Hiring et al. 2016a),
assessment (e.g Bruneau et al. 2003; Tierney and Bruneau 2007; ISO 31010 2009;
Baumann et al. 2014; Larkin et al. 2015; Schoppe et al. 2015; Thoma et al. 2016),
quantification (e.g., Havran et al. 2000; Bruneau et al. 2003; Pant et al. 2014), gen-
eration (e.g. AIRMIC et al. 2002; Steenbergen 2013; Hiring et al. 2016a), enhance-
ment (e.g., Chang and Shinozuka 2004; Baird 2010) and development (e.g. Boyd
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1995; Osinga 2007; Cavallo and Ireland 2014; Linkov et al. 2014; Righi et al. 2015;
Hiring et al. 2016a) processes have been proposed for technical and socio technical
systems.

In particular the following areas have been covered: business and organizational
safety (La Porte 1996; Friedenthal et al. 2011; Steenbergen 2013; Sahebjamnia
et al. 2015), socio-technical (e.g. Bruneau et al. 2003; Chang and Shinozuka 2004;
MCEER 2006; O’Rourke 2007; Tierney and Bruneau 2007; Rose 2009; Cimellaro
et al. 2010; Renschler et al. 2011; Tamvakis and Xenidis 2013; Hiring et al. 2016a)
and social (organizational) systems (e.g. Boyd 1995; Walker et al. 2002; Dekker
et al. 2008; Edwards 2009; Baird 2010; Larkin et al. 2015).

Main application domains and industry sectors include: aviation air traffic con-
trol systems (e.g. MIT 2006; Seidenstat and Splane 2009; Mattsson and Jenelius
2015; Renger et al. 2015), health care (e.g. 2000, 2006, Johansson et al. 2006;
Cooper and Chiaradia 2015), hospitals (Gertsbakh and Shpungin 2011; Cooper and
Chiaradia 2015), electric energy generation (e.g. McDaniels et al. 2008;
Gopalakrishnan and Peeta 2010; Gertsbakh and Shpungin 2011; Ouyang and Wang
2015; Nan and Sansavini 2017) and distribution (e.g. Mansfield 2010), gas grids
(e.g. Antenucci and Sansavini 2016), oil pipeline grids (e.g. Vugrin et al. 2011) and
refineries (e.g. Vugrin et al. 2011), river dams and levees (e.g. Naim Kapucu et al.
2013), hydro plants (e.g. Khakzad and Reniers 2015), inland waterways (e.g.
Baroud et al. 2014a, b; Hosseini and Barker 2016), fresh water (e.g. Rose and Liao
2005; Hosseini and Barker 2016) and sewage systems (Holling 1973; Djordjevi¢
et al. 2011; Kerner 2014), telecommunication grids (e.g. Sterbenz et al. 2013), rail
networks (e.g. Khaled et al. 2015), main road networks (e.g. Ip and Wang 2011;
Reggiani 2013; Faturechi and Miller-Hooks 2014; Jenelius and Mattsson 2015;
Khademi et al. 2015; Khaled et al. 2015; Koulakezian et al. 2015; Oliveira et al.
2016), supply grids (e.g. Linkov et al. 2013b) and financial sector core services (e.g.
2006, Linkov et al. 2013b; Sahebjamnia et al. 2015).

Only a rather small number of studies concentrates on the (technical) resilience of
smaller systems, for example for (autonomous) cars (Sivaharan et al. 2004) or mobile
phones (Ramirez-Marquez et al. 2016). Possible further smaller sample systems fur-
ther include: smart homes (Mock et al. 2016), again autonomous cars (Fenwick et al.
2016; Pearl 2016), or mobile phones (Nnorom and Osibanjo 2009; Jing et al. 2014).

However, a generic and tailorable method-supported framework and process is
missing that allows understanding most of the existing and published work done as
part of an emerging and general resilience management, quantification and develop-
ment process, including system improvements. A further challenge is that such an
approach should be reproducible, certifiable and auditable, in particular to make it
practically applicable, scientifically acceptable and accepted in practice.

Such a framework should be sufficiently general to cover a wide range of
approaches as well as be sufficiently specific and novel to be distinguishable from
existing approaches, e.g. in terms of feasibility of implementation, in particular
from classical risk management. It should allow for both state of the art of science
and best practice in industry as well as open the door wide for much needed further
innovation and improvement.
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In a wider context, UN concepts like the 17 sustainable development goals ask
for more resilience for sound development (UN General Assembly 2015). In a simi-
lar way, also in the Sendai framework for disaster risk reduction, resilience is a key
concept (Aitsi-Selmi et al. 2015). It strongly advocates for resilience to counter
natural and anthropogenic threats. However, it is expected that the key drivers for
resilience are also more daily needs for a future-proof risk control in an ever more
networked system environment, which asks for the full spectrum of possible risk
control before, during and after events, e.g. by looking at the phases preparation,
prevention, detection, protection, response, recovery and adaption.

Such a resilience management, analysis, development and improvement (genera-
tion) process should be such that further standardization is supported, in particular
for take up in auditing and certification processes. It should be aware of existing
generic frameworks for risk control and be open to learning and exchange.

In the field of (cyber-physical) threats for critical infrastructure, like telecom-
munication systems or energy supply systems, security and resilience concepts
should take into account threats from outside and inside the infrastructure systems
(Aitsi-Selmi et al. 2015) as well as caused by natural, anthropogenic, man-made and
man-made terroristic (malicious) events. Selected sample events include major sub-
system and system failures caused by systematic or statistic system failures, cyber
attacks, internal sabotage, attacks caused by aircrafts or drones as well as natural
and natural-technical (natech) hazards like earthquakes, flooding or strong wind
events (Seidenstat and Splane 2009; Sterbenz et al. 2013).

There is a strong and expected further increasing need for controlling an ever
wider range of threats and their combinations to systems: of known, non-expected,
unexampled, and (locally) unknown (zero-exploit) natural, anthropogenic (natech),
accidental, malicious and terroristic events.

Last but not least, the ever more connected world provides a wealth of data that
enables up to real time analytics thus requiring novel concepts of risk control of tech-
nical and socio technical systems, in particular for controlling undesired emergent
systems states and evolving undesired events. In particular, applied resilience con-
cepts in this domain will strengthen end users and decision makers as well as enable
management and policy levels to cope more successfully with undesired events.

Taking the background and the selected main needs into account, the article
addresses the challenges as follows. Section 2.2 gives ranked arguments and ratio-
nales for the present approach, further elucidation of the context and existing
research gaps and industry needs. Section 2.3 lists general requirements for resil-
ience management and quantification, including for resilience improvement and
development. Section 2.4 describes in detail the proposed generic and tailorable
resilience management process covering resilience quantification and resilience
development and improvement. Section 2.5 introduces the minimum set of resil-
ience assessment process quantities that are deemed necessary within the frame-
work. Section 2.6 provides a preliminary classification and taxonomy of methods
recommended for implementing the process and for fulfilling its requirements.
Section 2.7 presents sample resilience level quantifications for selected system
functions and related sample methods selection within three case studies. Section
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2.8 discusses how the presented approach relates to representative existing resil-
ience concepts, definitions and quantifications. Sections 2.9 and 2.10 conclude and
give a broad outlook, respectively.

2.2 Arguments for Generic and Tailorable Resilience

Management, Quantification and Development Approach
for Socio Technical Systems

While the introduction already envisioned and detailed some of the main arguments
for a generic resilience quantification, management and development process for
existing and future socio technical systems, the present section gives a ranked list of
the main arguments and rationales for such an approach.

The following list can also be understood as a short top-level objectives list of the
presented approach. The main objectives include:

2.1)
(2.2)

2.3)
(2.4)
(2.5)
(2.6)
2.7)

(2.8)

(2.9)

(2.10)

@2.11)

(2.12)

(2.13)

Advancement and extension of risk management approaches for emerging needs.
Provision of a seamless and orthogonal extension of existing frameworks for
risk control.

Need for advanced decision support (leave system as is, insure or improve)
and improvement options for legacy, emerging and future systems.
Efficient coping with an ever increasing variety, unpredictability, scale and
number of events: natech (anthropogenic), accidental, malicious, terroristic.
Coping with the convergent needs of safety, security, IT-security, reliability,
availability, maintainability and transformability of systems.

Take-up of needs of (big) data-driven (real-time) risk control, e.g. when utilizing
anomaly detection, forensics and counter-action evidence mining and analytics.
Allowance of novel business models due to advanced resilience-informed
risk control.

Meeting multi-dimensional system requirements including efficiency, user
acceptance, sustainability, low carbon footprint, acceptable control of risks,
trustworthiness, dependability (e.g. see discussion in Hiring et al. 2016a).
Providing an efficient way to cope with the multitude of possible damage
events/disruptions, up to unexampled (unknown-unknown, black swan)
events due to the increasing complexity of systems.

Provision of a minimum set of common terms and definitions.

Along the timeline of evolving and coping with disruptive events: even
stronger focus on preparation, response and recovery.

Along the functional capability side of systems: provision of a process to
identify relevant (technical) resilience capabilities for sensing, modeling,
inferring, acting and adapting for sufficient overall risk control/resiliency.
Along the layer build-up of systems: stronger taking up the interfaces e.g.
between physical, technical, cyber, organizational-social, and environmental-
economic layers.
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(2.14) Support of envisioned standardization efforts, in particular for technical sys-
tem resilience, to make resilience a certifiable system design and behavior
(technical) property.

(2.15) Support to meet top level UN development goals or the UN Sendai frame-
work for disaster risk reduction, which both strongly advocate for resilience
for building sustainable systems.

(2.16) Take-up of strands of discussions under the headlines of Normal Accident
Theory (Perrow 2011) and High Reliability Organizations (HRO) (La Porte
1996) in a framed process to meet some of the identified challenges, e.g. in
building post event capabilities and permanent self-assessment, in particular
from a technical perspective.

2.3 General Requirements for Resilience Management,
Quantification and Development

In a formal way, in this section standard requirements as collected in generic stan-
dards could be repeated, respectively tailored to the resilience management, quanti-
fication and development context. This necessary exercise will be much shortened
by concentrating on key top-level requirements, most of which will be fulfilled in
more detail in Sects. 2.4, 2.5 and 2.6:

(3.1) Seamless and orthogonal extension and uptake of existing risk control defi-
nition terminologies wherever possible.
(3.2) Tailorable, reproducible, certifiable processes.
(3.3) Guidance on methods, techniques and measures to be used along the
process.
(3.4) Quantitative guidance for the overall process, in particular for the resilience
needs quantification and the development rigor level.
(3.5) Sufficient intra and inter organizational independence of personnel conduct-
ing the approach.
(3.6) Adequate professional level and background of involved personnel.
(3.7) Strong take up of societal context and of societal, individual and ethical
needs.
(3.8) Traceable and structured documentation of approach.
(3.9) Clear requirements regarding authoritative knowledge on system domain,
system context, system interdependency and system interfaces.
(3.10) Well-defined iterative and updatable resilience quantification, management
and improvement process.
(3.11) Clearly defined process step main objectives and sub-objectives, expected
inputs and outputs.
(3.12) Description of expected key approaches (concepts) used within all steps, e.g.
system function definitions deemed relevant for resilience assessments.
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(3.13) Strong guidance on method type and rigor selection within all process steps
as well as for fulfilling generic requirements.

(3.14) References to existing approaches and methods wherever possible for
clarification.

2.4 Resilience Management and Quantification Process

Resilience management is defined in the following as an iterative process that can
be decomposed into sequential steps. Figure 2.1 represents the resilience manage-
ment cycle. As listed in Sect. 2.3, the process of resilience management should be
governed by approved principles and corresponding frameworks, general require-
ments to resilience quantification and development, as well as specific requirements
for the process and steps. The resilience management should be supported by a wide
range of quantification methods, methods, techniques and measures, in particular
decision making techniques.

Resilience management principles and framework

General requirements for resilience quantification and development

Requirements for resilience management process and steps

Context
analysis [1]

Implementation of Methods, techniques,

options for modifying measures for quantification
Syste lysis [2 T
resilience [9] im Srelala |2} and generation of resilience

ateach management step

Resilience level

i System performance
Selection of options stem performal
for modifying - e function identification [3]

resilience (8] Iterate
Converge Resilience quantities, e.g.
susceptibility, robustne:

performance loss, recovery
Disruptions slope and time, etc.
Resii identification [4]
1l

Pre-assessment of
combinations of functions

Decision making

Overall resilience techniques
quantification [6]

Resilience level

and disruptions (5]
Resilience level

Fig. 2.1 Generic resilience management process that consists of nine steps and covers resil-
ience quantification and development. The iterative process is governed by approved principles
and framework, general requirements, specific process and steps requirements. Methods are
used to support the approach in all steps (right side). Selected resilience quantities are used
mainly in steps 5-9
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Resilience management process Risk management process (1S0 31000:2009)

Context analysis [1] » [=—r T

| Establishing
thecontest
Resilience Resilience Risk Risk
monitoring nwlmtnumul commnicaticn — Risk
and N and and
review Identification consultation review

System performance function | L | |

Risk
identification 3] 1 ]

identification

Disruptions identification [4]

; l
Analyss
1 Pre-assessment — | o L.
of combinations of Hlﬂ:_
functions and disruptions 5] [ - analysis

Overall resilience
quantification 6]
£

vobe Evaluation —r—t T misk '

[Fercon o | | catsion

Selection of options for
modifying resilience 8]

Implementation of options Risk
for modifying resilience [3] |+ #|  treatment

t 0 1 L 1

Fig. 2.2 Juxtaposition of resilience management process (/eft side) and risk management process
(right side). The risk management process is presented in accordance with ISO 31000 (2009) Risk
management — Principles and guidelines. Information flows between resilience and risk manage-
ment processes at different steps are indicated by dashed arrows

This section specifies nine steps for the resilience management process, and dis-
cusses main features of the proposed approach. It concludes by comparing the resil-
ience management processes with the standard risk management process, as
developed in ISO 31000 (2009) (see also Purdy 2010), see Fig. 2.2.

The iteratively and mutually informed steps of the resilience management
approach read:

(1) Context analysis
The context analysis comprises the ordered steps:

e Verbose description of socio-technical system of interest

* Identification of the societal, economic, legal and ethical context, in particular
timeline and budget constraints for resilience assessment and improvement or
development

 Identification of key stakeholders

 Identification of top-level resilience objectives

» Explicit and informed restrictions of resilience management domain, e.g. regard-
ing types of disruptions, system levels, technical resilience capabilities, etc.

e Determination of resilience evaluation criteria, e.g. individual and collective,
local and non-local (profile-wise), respectively

(2) System analysis, comprising the ordered steps

e System (technical) environment and interface analysis
e System boundary definition (spatial, with respect to time, resolution, etc.)
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System interface identification, inter and intra system boundary definitions
System dynamic behavior assessment
(Top-level) System static and dynamic (graphical) modelling/representation

(3) System performance function identification, comprising the ordered steps

Identification of system functions, services, properties expected to be rele-
vant for resilient behavior of system

Definition of system performance functions and generation of qualitative
(verbose description of function) and quantitative (relating to availability,
reliability, etc.) descriptions

Equivalently, identification and description of non-performance functions
Summary/Inventory of system performance and non-performance function
space relevant for resilience

(4) Disruptions identification, comprising the ordered steps

(&)

Threat/Hazards/Disruptions identification (possible root causes), classical
risk events

Identification of service function disruptions

Elicitation of means to cover (as far as possible) unexampled (unknown
unknown, black swan) events, e.g. in terms of their effects on system (ser-
vice) functions

Identification of loss of (technical) resilience capabilities

Consideration of potentially affected system layers, e.g. physical, technical,
cyber, organizational, etc.

Summary/Inventory of disruptions space relevant for resilience

Assessment of uncertainty of disruptions identification

Pre-assessment of the criticality of combinations of system functions and
disruptions, comprising the ordered steps

Completion of system (non-)performance space and disruption space by
considering all possible (multiple) pairings, including ordered along the
timeline

Method selection and application of fast/resource effective (e.g. qualitative
up to semi-quantitative) pre-assessment methods for all combinations of sys-
tem functions (as identified in resilience management step 3) and potential
disruptions (as identified in step 4) considering at least the following resil-
ience dimensions:—

— resilience cycle phases (timeline assessment)
— (technical) resilience capabilities
— management domains, e.g. physical, technical, cyber, organizational, social

Determination of resilience levels (resilience level 1-3) of all system (non-)
performance functions (where feasible) taking account of all identified
disruptions
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Fig. 2.3 Resilience quantities derived from time-dependent system function performance curve in
case of bounce back with improvement (bounce back better)
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Fig. 2.4 Resilience assessment quantities based on time-dependent system function or system
service non-performance curve in case of bounce back with improvement (bounce back better)

Identification of critical pairings regarding criteria per pair and overall resil-
ience criteria, e.g. using a semi-quantitative chance/risk assessment approach
for system (non-)performance function objectives

Identification of pairings that cannot be assessed with limited effort

(6) Overall resilience quantification, comprising the ordered steps

» Selection of resilience quantities of interest, e.g. based on an assessment of
system performance or non-performance functions, see Figs. 2.3 and 2.4
Resilience quantification methods selection

System modelling sufficient for methods selected
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)

®)

(C))

Application of system resilience quantification methods

Overall resilience quantification (taking account of all critical combinations
and beyond if necessary)

Determination of resilience level of system (non-)performance functions
taking account of all identified disruptions

Determination of other resilience assessment quantities needed for assess-
ment, e.g.

— Mean time till disruption

— Vulnerability/What-if-damage in case of disruptions
— Time to bounce back (better)

— Performance loss (area of resilience triangle)

— Relative performance increase after recovery

Aggregation and Visualization of resilience quantities

Resilience evaluation, comprising the ordered steps

Resilience performance comparison (e.g. with historic quantities of system
performance functions)

lustration of effects of system performance loss

Selection and application of decision making methods

Evaluation of the acceptance of the obtained system resilience performance
level and system resilience quantities for all identified threats: e.g. in terms of

— acceptable,

— improvement as high as reasonably practicable (AHRAP principle of
resilience management),

— not acceptable (must be modified)

Selection of options for improving resilience, comprising the ordered steps

Generation of overview up to inventory of resilience improvement options
Selection and application of decision making methods for the selection of
improvement measures

Iterative re-execution of the resilience management steps for assessing the
resilience gain

Selection of improvement options

Development and implementation of options for improving resilience, com-
prising the ordered steps

Selection and application of domain-specific standards as far as possible
Transformation of qualitative and quantitative resilience system perfor-
mance function descriptions in (multi-) domain-specific traceable technical
requirements

Determination of the resilience levels for subsystems taking account of the
system design
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* Design, development, integration and testing of system or system improve-
ments using appropriate and efficient methods that correspond to the resil-
ience level identified

The overall characteristic of the described resilience management approach is its
strong focus on system functions that are expected to be available before and accept-
ably available during and after crisis events, in the recovery and response phase or
when transforming to an even better system. The approach puts an emphasis on
potential disruptions of such (technical) system functionalities, ways to assess and
to control them. Several further main features are discussed below.

The first feature is a distinction between context definition and system under-
standing. This implies sufficient understanding of external connections to other sys-
tems, internal links within the system and its subsystems, as well as understanding
of system management layers: from physical, technical, cyber, organizational up to
the social and policy level, if necessary.

The second feature is concentration on performance functions of a system (ser-
vice) for comprehensive identification of potential disruptions, independently of
(and beyond) known well-describable risk events. This allows to broaden the scope
of considered threats, and to cover at least some of unexampled events. Furthermore,
the performance functions of systems deemed relevant for assessing system resil-
ience can be understood as a dynamic or behavioral description of the system, thus
extending the classically more static system understanding and assessment.

The third feature is the required pre-assessment of all combinations of system
functions and disruptions for a pre-identification of potentially critical combina-
tions. In a conservative approach, only the latter is subject to more sophisticated
resilience quantification.

However, and also as the fourth feature, the approach asks for an overall resil-
ience assessment of critical combinations of system performance functions and dis-
ruptions. This includes to potentially assess cascading and snowball-like effects of
such disruptions. As well as to consider combinations of disruptions. It also incudes
to consider the overall resilience of the system rather than single isolated resilience
issues, e.g. similar as in risk assessment.

The fifth feature is the strong distinction between overall resilience quantifica-
tion, resilience evaluation as well as resilience improvement measure selection.

As sixth feature, the step of implementation of options for improving resilience
is a summarizing step that comprises up to a whole development processes, e.g. of
hardware and software. This step is not in the focus of the present work. A well-
known example for an established development process is for instance the V-model.

However, the present approach provides verbosely (in terms of their functional-
ity) and quantitatively (in terms of the resilience level) specified system (service)
functions that can be implemented. This allows to link with existing standards and
frameworks (see e.g. La Porte 1996; Kaufman and Haring 2011; Steenbergen 2013).
Hence as the seventh feature, the present approach lists how many steps are neces-
sary to define sufficient system requirements for resilient system design identifica-
tion while trying to resort as far as possible to existing standards.
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The approach uses (semi-)quantitative expressions at least in the following steps:
5, 6,7 and 9, which is the eighth feature.

The ninth feature of the approach is that it aims at the complete assessment of
combinations of system functions and disruptions in a stepwise approach progress-
ing from fast and efficient methods to more resource-intensive and hence often
expensive methods. This is indicated by the resilience management steps 4—-6 and
6-7, respectively. Of course, an even more layered approach could be chosen.

Figure 2.2 allows to compare the §-step resilience management process as
described above with the risk management process in accordance with ISO 31000.
If applied to a whole organization, the implementation of the resilience manage-
ment process should be driven by the needs of the organization and integrated into
its corporate structure.

The resilience management is especially valuable for critical system functions or
services. Thus, it can also be applied selectively to areas of high importance, rather
than to systems or organizations as a whole. A tailored resilience management pro-
cess can be designed to be an extension of risk management, or an independent
process. When risk and resilience are managed separately, it is important to insure
transparency and continuous information exchange between these processes. In the
following, resilience management is considered as an independent process.

In summary of the above discussion, the following main extensions and modifi-
cations can be identified when comparing the proposed resilience management pro-
cess with the ISO 31000 risk management process: (i) static and dynamic system
function understanding; (ii) focus on system disruptions rather than risk events; (iii)
conservative semi-quantitative resilience and overall resilience quantification for
combinations of system functions and disruptions; (iv) identification of qualitative
and quantitative system resilience performance function definitions.

2.5 Resilience Assessment Quantities for Resilience
Management and Development

As indicated in Fig. 2.1, at least the resilience management and development steps
5, 6 and 9 use the resilience level quantity, which is introduced in the present sec-
tion, see Table 2.1.

For each combination of system performance function and disruption, in step 5
the risk on or alternatively chances for acceptable system behavior are semi-
quantitatively assessed and labeled using the resilience level. In step 6, the resil-
ience level determines the rigor of the resilience quantification effort. In step 9, it
determines the effort conducted for the resilience system function development.

The different types of uses of the resilience level and hence also its characteriza-
tion are further discussed below Table 2.1. Especially in the outlook in Sect. 2.10, it
will be discussed how further refinements of the resilience management and genera-
tion process might lead to more step-specific resilience level definitions. Using a
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Table 2.1 Resilience levels 1-3

1. Héring et al.

Resilience level

Resilience Resilience Resilience
Characterization/attribute level 1 level 2 level 3
Semi-quantitatively determined risk of | Low risk Medium risk High risk
critical loss of system performance
function in case of disruption
Semi-quantitatively determined chance | High chance Medium chance | Low chance
of no disruption of performance
function in case of disruption
Risk in terms of expected individual 3E-06/a 2E-05/a 1E-04/a
casualties per year
Risk in terms of collective or group 3E-03/a 2E-02/a 1E-01/a
risk of events with one or more
casualties per year
Risk in terms of total monetary damage | 2E + 00/a 1E+01/a 7E +01/a
per year in Million Euro or Dollar
Probability of failure (including 30% 5% 1%
non-availability) of resilience system
function on demand
Availability of resilience functionality | 70% 95% 99%
on demand
Continuous failure rate of system 3E-05/h 6E-06/h 1E-06/h
function per hour
Model resolution used for Low Medium High
quantification
Level of rigor of methods employed Low Medium High
Level of (deep) uncertainty of method | Low Medium High
Level of completeness Low Medium High
Time effort needed for conducting Low Medium High
method
Degree of acceptance of methods Accepted; Best practice State of the art;
common emerging
practice
Input data needed Small quantity | Medium quantity | High quantity
Level of quantification Qualitative, Semi- quantitative
semi- quantitative,
quantitative quantitative
Level of expertise (domain and Low Medium High
method)
Method level categorization according | Tier 1 Tier 2 Tier 3
to (Linkov et al. 2013a, b): tiered
approach
(continued)
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Table 2.1 (continued)

Resilience level
Resilience Resilience Resilience
Characterization/attribute level 1 level 2 level 3
Type of modeling Symbolic, Simplified Multi-Domain-
graphical, network specific coupled,
emulative, approaches, resorting to
animative input-output domain specific
models knowledge;
complex
network
approaches

Characterization of criticality of combinations of system performance functions and disruptions on
system level (as output of resilience management step 5). Characterization of rigor of resilience
quantification method (as input for step 6). Characterization of reliability of system resilience
performance functions (on demand or continuous), of reliability of systems and subsystems con-
tributing to resilience performance functions and of development effort used during the develop-
ment of resilient system performance functions (respectively for step 9)

single resilience level for all phases has the advantage of simplicity. The disadvan-
tage is a kind of overloading or multiple definition of the resilience level definition.

When considering the use of the resilience levels in more detail (see also Sect. 2.3 on

the resilience quantification and development steps), at least five types of use can be listed:

In steps 5 and 6, the resilience levels are used to quantify the level of risk or chance
for each combination of system performance function identified in step 3 and dis-
ruption as identified in step 4. In this case, the resilience levels label the level of
criticality of combinations of system performance functions and disruptions.

In steps 5 and 6, the resilience level is also used to quantify the level of confi-
dence, rigor and absence of statistical, systematic and deep uncertainty regarding
the resilience quantification results.

At least in step 6, the resilience level is in addition used to label the level of avail-
ability of the system performance function or at least selected features of the
system performance function. Examples for the latter are sufficient robustness of
the system performance function in case of disruptions, fast response and recov-
ery, steep resilience recovery slope, small resilience loss triangle area, etc. For
resilience quantification also additive and multiplicative measures can be used.
See Figs. 2.3 and 2.4 for further potential resilience features of interest for which
resilience levels need to be found.

In step 9, the resilience levels are used to allocate, design and assess reliability
properties of (sub)systems that are used to generate resilience. This is similar to
the so-called allocation of safety integrity levels (SIL) in case of safety-critical
systems (SIL allocation, SIL decomposition, see the generic standard IEC 61508
Ed. 2). Therefore, it is recommended to resort to existing standards wherever
possible in step 9. This also implies that a system resilience performance func-
tion can be realized using an independent combination of other functions.

In step 9, the resilience levels are also used to determine the development effort
of the system performance functions. This is again very similar to the use of SILs
in IEC 61508 Ed. 2 and similar derived functional safety standards.
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For consistency and simplification, these listed various uses of the introduced
resilience levels are not distinguished. Hence Table 2.1 contains characterizing attri-
butes for all of this usages. In the following an example is given. If there is only a
single system performance function and single potential disruption believed to be of
interest, this combination could be assessed in step 5 to have resilience level 1. In
step 6 it is analyzed in detail which features or combination of features of the system
performance function have to be provided in case of the disruption. This could be a
fast response and recovery within a time interval, for which a resilience level 2 is
found in the detailed resilience assessment of step 6. This means that on demand the
response and recovery will be in time in 95% of all cases, or alternatively, only in
5% of all cases the response and recovery fails. If the step 7 evaluates that this risk
on resilience has to be mitigated, in step 8 it could be decided that the system func-
tion is developed with resilience level 3. This means that in step 9 corresponding
resilience level 3 processes, techniques and measures need to be used for the devel-
opment and implementation of the system function to be sufficiently resilient.

The reliability numbers in Table 2.1 are computed as follows. The failure rate on
demand for resilience level 1 of features of system functions relevant for resilience
or the overall function is defined as

F=0.3=30%. 2.1
The survivability rate on demand reads
S=1-F=0.7=70%. (2.2)
Assuming one event per year as rare event, the continuous failure rate reads

F 0.3

F, =—=——=310"h". (2.3)
© At 365-24h
Similar equations are obtained for resilience level 2 and 3 as in Egs. 2.1, 2.2, 2.3,
by reducing the failure rate on demand by a spreading scaling factor of

s =06, (2.4)

respectively, see Table 2.1.

Correspondingly, a resilience level 4 can be defined with F' = 0.001 = 0.1%,
§=0.999=99.9% and F,,,, =2 - 107"h7".

These definitions allow referring to existing standards, e.g. ISO 31508, for the
development and implementation of sufficiently resilient system performance
functions, which can be identified to be safety functions. For instance, it is straightfor-
ward to demand, e.g., safety integrity levels (SILs), for system performance functions,
identified to be critical. In this way resilience level 1 is certainly fulfilled by SIL 1
functions, resilience level 2 by SIL1 to SIL2, and resilience level 2 is at least SIL2.

In general, within the present context, and as argued in Sect. 2.4, it should be
referred to dependable system standards, safety critical system standards or just
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domain specific system development standards that contain such system perfor-
mance levels, as far as possible.

Further resilience quantities as mentioned in resilience management step 6 could
be for instance defined as in Figs. 2.3 and 2.4. Such quantities include for instance:

* Initial average performance (or non-performance),

» Susceptibility (mean time till disruption),

e Vulnerability (lack of robustness, initial performance decrease or non-
performance increase),

* Average absorption slope,

* Mean time of absorbing the disruption,

e Average response slope,

e Average recovery slope (resourcefulness),

* Performance loss (or non-performance increase),

* Time to recover (rapidity) and

* Final performance (or non-performance).

In Table 2.1, the last six lines list whole model classes, in particular an approach
using tiers or layers of analysis of resilience. In Sect. 2.6, along with the method tax-
onomy for each method or method class, a more detailed assessment of the suitability
of methods and method classes for each resilience management phase and each resil-
ience level is given. In this sense, the method classes used within Table 2.1 can be seen
as a link to Sect. 2.6, which resolves to a higher degree which methods are deemed
suitable for each resilience level. Therefore Table 2.1 gives only an indication which
method classes are deemed appropriate for each resilience level. Furthermore, as for
instance also in the tier approach, higher resilience levels require the use of more
methods rather than the selection of only a single method or method class.

With respect to resilience categorization, Linkov et al. (2013b) discuss a tiered
approach to resilience assessment that can be iteratively followed by stakeholders to
meet resilience needs of a given organization. As noted in Table 2.1, this includes
three tiers for assessment. Tier 1 includes screening models and indices that are
utilized to identify improvements and investigation needs for further analysis —
effectively reviewing the system at hand alongside its critical components whose
resilience is important to bolster and maintain. Building from such assessment, Tier
2 includes more detailed models and formal decision analytic operations that priori-
tize the various components and critical functions of a given system, where such
prioritization will help identify performance needs/capabilities while also providing
a comparative approach to review investment needs for system resilience at various
time intervals. Lastly, Tier 3 engages with a complex modeling of interactions
between systems and sub-systems in order to review potential cascading interac-
tional effects, a phenomenon referred to in literature as panarchy. For Tier 3 analy-
sis, a robust scenario analysis is needed that reviews interaction effects within and
between systems under various conditions of shock and stress.

As three discrete steps of a resilience management approach, each Tier produces
different outcomes and may individually meet the needs of stakeholders. Tier 1 will
likely yield relative rather than absolute results that comparatively addresses the
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performance of a system to existing, well-known examples. Subsequently, Tier 2
seeks to unveil the structure of a system and its various interconnected parts. Lastly,
Tier 3 reviews mathematically how these interconnected parts (described as critical
functions) interact with each other normally, and how a disruption in service for one
sub-system can generate harmful effects to others. As such, a tiered approach pro-
motes resilience thinking and assessment by reviewing system interactions, perfor-
mance, and recovery from shock to a universe of threats — something essential to
combat low probability high risk events that have come to describe many applica-
tions of resilience in literature (Linkov et al. 2013b).

2.6 Resilience Generation Method Taxonomy

Table 2.2 lists a taxonomy of methods and method classes. The taxonomy contains a
bag of categories that are potentially overlapping. Their suitability for the three resil-
ience levels according to Table 2.1 and each resilience quantification and development
phase (resilience management phase) according to Fig. 2.1 is assessed in Table 2.3.

Inspecting and adding up the recommendations for each column of Table 2.3, i.e.
for each resilience management phase and for each resilience level, results in a list
of methods and method classes recommended for each resilience management
phase and resilience level, respectively. The presented categories and methods are
representative and suffice for the sample cases presented in Sect. 2.7. Table 2.3
shows that in most cases, as the resilience level increases, more methods are required
to be applied rather than a restriction to a set of best or cutting edge methods or
method classes. The reason behind this is that resilience assessment and develop-
ment is a process that needs rather more and different perspectives when higher
resilience levels are required than only more advanced methods, in particular to
avoid systematic errors in resilience assessment and development.

Table 2.3 shows a tabular assessment approach of the suitability of a method or
method class for each resilience quantification and development process step. This
assessment is exemplarily also visualized in Fig. 2.5 for a single method using a
spider diagram.

In Table 2.3, for each resilience level 1, 2 and 3 as defined in Table 2.1 and for each
resilience management step as shown in Fig. 2.1, the suitability of the method or
method class is assessed using the following equivalent scales, which are color coded:

strongly not recommended,,,,not recommended,,,,no recommendation,,,,
{ recommended,,,,strongly recommended }’
(=== 0o ++},

{2, 1,,,0,...1,.,,2},

{1,,,,2,,,.3,,4,.,.5},

{red,,,.orange,,,,yellow,,,.green,,,,blue}.

2.5)
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Table 2.2 Methods up to method classes suitable for semi-quantitative risk assessment of
combinations of system performance functions and disruptions, for resilience quantification, and

for resilient system function development: short name and description;

related references

Title of method; short description

References

1. Qualitative/(semi-)quantitative analytical resilience
assessment approaches

Such assessments incorporate several resilience dimensions in nested
approaches, e.g. taking within a chance/risk management approach
for top level resilience objectives into account all resilience cycle
phases (e.g. prepare, prevent, protect, respond, recover), all
(technical) resilience capabilities (sense, model, simulate and infer,
act, adopt) and all system layers (physical, technical, cyber,
organizational, social). It also include to use for instance two
resilience dimensions and defining semi-quantitative scales for each
combination of attributes, e.g. using resilience cycle phases and
system layers. Typically, such approaches are used for expert or
crowd input. However, they can also be used for quantitative input.
This method class also comprises index-based approaches, e.g.
weighted combinations of resilience indices.

Edwards (2009), Baird
(2010), Thoma (2011),
Linkov et al. (2014),
Thoma (2014), Finger
et al. (2016), and Héring
et al. (2016a)

2. Resilience order expansion approaches and their
quantification using statistical and probabilistic approaches

Feasible are time independent and time-dependent approaches.
Implementations may use statistical-historical, empirical and data
mining approaches for empirically based resilience assessments, e.g.
based on historical event data and records. A typical example is to
ask for the probability of events characterized by the combinations of]
resilience dimensions assuming that the resilience dimensions
determine overlapping sets. Such approaches allow for assessing
upper and lower bounds of resilience quantities.

Bruneau et al. (2003),
Cimellaro et al. (2010),
Tamvakis and Xenidis
(2013), Fischer et al.
(2015), Finger et al.
(2016), and Hiring et al.
(2016a)

3. Resilience trajectory/propagation/transition matrix/dynamic
approaches

Examples include technical-engineering approaches for cases where
the transition between resilience assessment layers is available, e.g.
from verbose threat description to hazard source characterization,
from hazard source characterization to mechanical local loading,
from mechanical loading to object physical response, from object
physical response to damage effects, from damage effects to
management decisions or computations and simulations that take
advantage of combined domain knowledge along with established

human and societal behavior modelling approaches.

Bruneau et al. (2003),
Chang and Shinozuka
(2004), Tierney and
Bruneau (2007), Linkov
et al. (2014), Khademi

et al. (2015), Bellini et al.
(2016a), and Hiring et al.
(2016a)
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Title of method; short description References
4. Socio technical cyber physical- engineering system Bruneau et al. (2003),
modelling, simulation and analysis, including agent-based Chang and Shinozuka

Key idea is that domain-specific modelling and simulation
approaches are combined, e.g. electricity grid, water and
telecommunication simulations. In addition, the interfaces between
the systems, operators and users are modelled. A modelling level is
chosen that suffices for the generation of (time-dependent) resilience
curves, indicators and resilience density distributions. Examples
include: coupled simulations of multi-technology and multi-domain
small and large socio technical systems at various scales, complexity
and levels of abstraction, allowing as well for complex human and
societal models, like for instance agent-based approaches, using
graph modeling or coupled engineering simulations. Such models
and simulations may take into account the physical-technical layer,
the cyber and the human layer (e.g. operators, users, decision
makers). Examples include coupled network simulations using
engineering models for node simulations, agents for coupling and
agents for human behavior modelling. Such approaches can be
extended up to societal modelling, if third party and policies are
considered.

(2004), Rose (2004),
O’Rourke (2007), Tierney
and Bruneau (2007), Rose
(2009), Cimellaro et al.
(2010), Renschler et al.
(2011), Tamvakis and
Xenidis (2013), Linkov

et al. (2014), Podofillini
et al. (2015), Haring et al.
(2016a), and Nan et al.
(2016)

5. Network/grid models and simulation

Network or grid models are based on graph theory, e.g. directed
graphs. Nodes typically resemble infrastructure or system entities
with certain properties and internal states. Edges represent
dependency relationships both upstream and downstream. Graph
models are suitable for abstract representation of key features of
systems. Based on graph models, including initial conditions and
state transition rules, the time-development can be simulated. Well
known graph models include Markov models and (colored) Petri
nets.

Boccaletti et al. (20006),
Taylor et al. (2006),
Fortunato (2010),
Newman (2010),
Barthélemy (2011),
Gertsbakh and Shpungin
(2011), Holme and
Saramiki (2012),
Burgholzer et al. (2013),
Sterbenz et al. (2013),
Vlacheas et al. (2013),
Bellini et al. (2014b),
Boccaletti et al. (2014),
Vugrin et al. (2014),
Zhang et al. (2015),
Ganin et al. (2016), Gao
et al. (2016), and Hosseini
and Barker (2016)
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Title of method; short description

References

6. Physical-engineering (multi-domain, combinational, coupled)
simulations based on 2D, 3D, CAD, GIS data models

This category covers a wide range of physical-numerical simulation
approaches based e.g. on finite element methods or other numerical
discretizations. Examples include: propagation of explosive hazards/
loadings, chemicals dispersion, hydraulic and geophysical modelling
as well as water flow modeling in grids. Often the effect of the
loadings on buildings/infrastructure is simulated as well, e.g. the
structural response due to wind loading. This is the case for
multi-domain combined coupled simulations.

Typical input data include 2D/3D/4D GIS, e.g. elevation data,
hydrological maps, water distributions, semantic city data models,
e.g. CityGML, BIM and CAD models.

The simulations can be analyzed and visualized using e.g. 3D
geospatial analysis layers, e.g. by computing the effect of explosive
loadings on infrastructure components using constructive simulations
based on 3D modeled components of plants.

Groger and Pliimer
(2012), Fischer et al.
(2014), Riedel et al.
(2014), Abdul-Rahman
(2016), Fischer et al.
(2016), Lu et al. (2016),
and Vogelbacher et al.
(2016)

7. Cyber logic/layer modelling and simulation

These methods comprise network/graph models and simulations
applied to the cyber/digital layer of systems. Examples include the
simulation of industry control systems (ICS)/Supervisory Control
and Data Acquisition (SCADA) systems, internet connected to
subsystems/components, command-and-control lines, etc. This
includes the modelling of the effect of logic commands and
interfaces on physical components. In particular, one may resort to
modelling of control systems, e.g. according to ISO/IEC 27002
(Jendrian 2014; Stouffer et al. 2015), which can also be used to
model internet port (IP) masking.

Linkov et al. (2013b),
Schoppe et al. (2013), and
DiMase et al. (2015)

8. Procedure and process modelling and analysis

Procedure and process modelling and analysis comprise heuristics
and top-level models of business processes, structures and processes
within systems. Examples include organizational hierarchy models,
decision making models, iterative systematic improvement models,
monitoring and maintenance models, etc. They can be used to
elucidate the structure and behavior of a system or organization.

van Someren et al.
(1994), Schoppe et al.
(2013), Shirali et al.
(2013), Christmann
(2014), and Khakzad and
Reniers (2015)

9. Human factor approaches, human-machine-modelling, and
mental modeling technologies

Mental modeling technologies comprise mental representations,
models and simulations for human behavior. Mental models can be
developed for operators, decision makers, responsible persons and
third party. In particular, mental models can be used for modelling
agents in agent-based simulations. More established approaches
include human factor approaches and (simple) man-machine
interface modelling approaches. In each case, the level of
sophistication has to be selected.

Siebold, van Someren

et al. (1994), Augustinus
(2003), Tochtermann and
Scharl (2006), Linkov

et al. (2013a), Schifer

et al. (2014), Bellini et al.
(2016b), and Grasso et al.
(2016)
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Title of method; short description

References

10. State machine modelling and simulation, including Boolean
failure state evaluation, forward and backward simulation

State machine modeling and simulation is understood as finite
discrete state modelling of overall systems, including transitions
between states. This allows the propagation of states through the
system model. Furthermore failure states may be identified in terms
of sets of sates (failure vectors). Also Boolean logic (e.g. fault tree
analysis) may be used to identify sets of failure states. This allows to
assess operational effects, time behavior and costs. The models have
to avoid/be aware of possible cyclic relationships resulting
potentially in endless control loops without effect.

The approach can be used for forward (pathways resulting from a
failure) and backward propagation (searching for events that lead to a
failure).

Ouyang, Satumtira and
Duenas-Osorio (2010),
Esmiller et al. (2013),
Schoppe et al. (2013),
Siebold (2013), Ouyang
(2014), and Renger et al.
(2015)

11. Domain specific models and simulations for specific
infrastructure types

This refers to domain specific models accepted by the respective
communities, e.g. high voltage grid models, etc. In the USA 18
infrastructures have been defined, in Canada 8. However, such
models typically rather exist for standard operation than for the
modelling of disruptions or major damage events.

Ouyang, Australian
Government (2010),
Satumtira and Duefias-
Osorio (2010), Suter
(2011), Kaufmann and
Hiring (2013), Francis
and Bekera (2014),
Ouyang (2014), and
Stergiopoulos et al.
(2015)

12. Resilience and risk visualization

Examples include versions of risk/chance matrix/map (e.g. frequency
and consequences of lack of resilience capabilities), local resilience/
risk heat maps, relevance clusters of risk, risk flow maps, etc. Any
combination of resilience dimensions (e.g. resilience cycle phases
and resilience capabilities) can be used also for resilience and risk
visualization of corresponding indicators. See also semi-quantitative/
analytical approaches.

Law et al. (2006),
Cimellaro et al. (2010),
Zobel (2011), Keybl et al.
(2012), Kaufmann and
Hiring (2013), Bellini

et al. (2015), and
Ramirez-Marquez et al.
(2016)

13. Interoperability models, Input-Output models

Network models where nodes are modeled at hoc, e.g. with linear
algebra models, for determining their state in dependence of other
nodes. For instance a water pumping station needs water and
electricity for functioning. If the water input fails it can supply water
for 2 days.

Rose and Liao (2005),
Cimellaro et al. (2010),
and Renschler et al.
(2011)
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Title of method; short description

References

14. Probabilistic and stochastic approaches, Markov processes,
probabilistic network approaches

Key elements of these approaches use probabilities, e.g. resilience
behavior as conditional probability. In a similar way, resilience
behavior can be assessed based on empirical data using statistic
approaches, for instance to determine the time to recovery from
historical data. Markov processes, e.g. extensions of random walk
approaches, and probabilistic networks, e.g. Bayesian belief
networks, can be understood as further extensions of such
approaches. In particular, it is possible to interpret functional
quantities as time-dependent probability quantities.

Barker et al. (2013) and
Podofillini et al. (2015)

15. Empirical and field studies

Empirical and field studies can be applied to obtain data for user and
expert assessment. An example is to ask for actual performance in
different resilience dimensions or combinations thereof. In particular,
qualitative interviews are effective in identifying system behavior in
case of disruptions.

Norros (2004), Schifer
et al. (2014), Bellini et al.
(2016¢, b), and
Vogelbacher et al. (2016)

16. Engineering approaches

Fast computational methods using analytical-empirical domain-
specific expressions, in particular for civil engineering, mechanical
engineering, chemical engineering, process engineering, safety and
security engineering

Dekker et al. (2008),
Hollnagel (2009, 2011),
Hollnagel et al. (2010),
Voss et al. (2012),
Esmiller et al. (2013),
Riedel et al. (2014, 2015),
Schiifer et al. (2014),
DiMase et al. (2015),
Siebold et al. (2015), and
Fischer et al. (2016)

17. Modified inductive system analysis methods: inductive
analytical resilience assessment

Modifications of classical inductive methods that determine the
resilience behavior of systems by propagating the effect of a single
subsystem or component failure behavior to determine the effect on
resilience for the overall system. Examples include variants of failure
mode effects analyses, namely failure mode and effects criticality
and/or diagnostic analyses (FMEA, FMEDA, FMECA), as well as
variants of event tree analysis (ETA). In each case, it is key to tailor
the method to the analysis goal at hand. For instance, the effects on
the response and recovery capabilities of disruptive events can be
investigated using a variation of an FMEA, an FMEDA will in
addition determine whether the system is capable to assess its own
capabilities.

Alberts and Hayes (2003),
Vugrin et al. (2011),
Shirali et al. (2013),
Fox-Lent et al. (2015),
Ouyang and Wang (2015),
and Haring et al. (2016b)
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18. Modified classical hazard analysis methods: analytical
disruptions analysis

Modifications of the classical hazard list (HL), preliminary hazard
analysis (PHA) and hazard analysis (HA), subsystem HA (SSHA)
and operation and support hazard analyses (O&SHA) can be used to
determine for instance potential disruptions as well as their effects on
resilience performance functions. In each case, the modifications,
tailoring and amendments determine the effectiveness of the method.
For instance, a resilience analysis inspired by a hazard analysis could
replace hazard source types by disruption types and assess the
associated risks on system level considering the counter measures in
all resilience management phases. Such hazard analysis methods can
be used to generate tables that are useful in implementing process-
based semi-quantitative analytical assessment approaches.

Hiring et al. (2009),
Committee on Increasing
National Resilience to
Hazards and Disasters,
Committee on Science,
Engineering, and Public
Policy (2012), Ouyang
and Duefias-Osorio
(2012), Linkov et al.
(2013a), Schifer et al.
(2014), and Cutter (2016)

19. Modified deductive system analysis methods: deductive
resilience assessment methods

Examples include fault tree analysis (FTA) and time dependent or
dynamic FTA (DFTA). A possible starting point are double-failure
matrix (DFM) and higher order failure combinations. Such analytical
assessments can be used to determine analytically and quantitatively
the effect of combinations of events on overall system resilience. At
typical tailoring is for instance the attack tree analysis, where the top
event of an FTA is an event relevant for resilience assessment.

Ouyang and Duenas-
Osorio (2012), Shirali
etal. (2013), Laprise

et al. (2015), Ouyang and
Wang (2015), and Renger
et al. (2015)

20. Flow simulations

Flow simulation cover a wide range of systems, e.g. traffic
simulation, electric grid alternating current (AC) power flow
simulations, water and sewage grid simulations, gas and oil pipeline
grid simulations. Such simulations are also provided within GIS
environments, e.g. within the ESRI tool suite see e.g. (Benda et al.
2007; Procter et al. 2010; Allegrini et al. 2015).

Hollnagel et al. (2010),
The city of New Castle
(2010), Vugrin et al.
(2011), Kerner (2014),
Antenucci and Sansavini
(2016), Li and Sansavini
(2016), and Nan and
Sansavini (2017)

21. Modified event analysis and all hazard approach:
Disruptions analysis, all disruptions approach

This includes approaches to identify all possible disruption events
relevant for assessing the resilience of systems. This can become
input for a modified all hazard analysis, which starts out from threat
and disruption events and takes account of technical resilience
capabilities and their possible failure. If extended to all possible
disruptions and their combinations, similar to all hazards approaches,
an all resilience approach is obeyed.

Rose and Liao (2005),
Jackson (2010), Jenelius
and Mattsson (2012),
Burgholzer et al. (2013),
Sterbenz et al. (2013),
and Hamilton et al.
(2016)

22. Operational research models and simulations

Operational research models and simulations can be used for top
level system modelling as well as for extracting for instance
economic information from cyber-physical models relevant for
decision making of agents.

Linkov et al. (2013b),
DiMase et al. (2015),
Sahebjamnia et al. (2015),
and Aven (2016)
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Title of method; short description

References

23. Data-based models, data-mining methods

Data-based methods apply simple data analytics up to data mining,
learning and deep learning algorithms methods to extract information
of interest for assessing the resilience response from various data
sources, e.g. real time sensor data, social media data, or operational
data. Rather established sample methods include time series analysis
methods, trigger event detection, anomaly detection, and knowledge
mining.

Sturrock and Shoub
(1982), Enders et al.
(1992), Bloomfield
(2000), Box et al. (2008),
Larisch et al. (2011),
Henry and Ramirez-
Marquez (2012), Bellini
et al. (2014a), Faturechi
and Miller-Hooks (2014),
National Consortium for
the study of Terrorism
and Responses to
Terrorism (2014),
Stergiopoulos et al.
(2015), Bellini et al.
(2016b), and Grasso et al.
(2016)

24. Experimental methods

Experimental methods can be defined to comprise a wide range of
scaled, real size, partial, laboratory and free field experiments to
assess aspects of resilience, for example in the structural-engineering
domain. Field tests involve real environments, e.g. operator or
situation awareness rooms. Experimental methods in the presented
definition do not include empirical field studies.

Law et al. (2006),
Schrenk (2008), Fischer
and Hiring (2009),
Larisch et al. (2011), and
Sterbenz et al. (2013)

25. Table top exercises, red teaming/penetration tests, serious
gaming

This method category comprises a wide range of approaches from
table top exercises, red teaming/penetration tests to serious gaming.
Each of them by now has been described and applied in very
different contexts, in particular in the civil security domain for
assessing and identifying improvement needs for the resilience of
systems. Examples include the application of all of these methods to
airport checkpoint security questions which can easily be framed as
resilience engineering challenges.

Mansfield (2010), Renger
et al. (2015), Siebold

et al. (2015), and van der
Beek and Schraagen
(2015)

26. Decision support methods

Decision support methods are used for decision making taking into
account the context and multiple diverse criteria in a rational way.
Often rather fast ad hoc methods like multi criteria decision making
are preferred. Also prospect theory approaches can be applied to
rationalize decisions.

Arboleda et al. (20006),
Falasca et al. (2008),
Greene (2011), and
Larkin et al. (2015),
Bellini et al. (2016a)

27. Expert estimates, expert elicitation

This comprises structured approaches to extract information from
expert opinions including associated uncertainties, e.g. technical
capabilities believed to be relevant for prevention, protection,
response and recovery, as well as number estimates e.g. for
frequency of disruptions, damage effects on system, etc. Sample
methods include Delphi method variants.

Bologna et al. (2016)
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Table 2.2 (continued)

Title of method; short description References
28. Functional Resonance Method (FRAM) (Bellini et al., Rose and
FRAM is a heuristic method to model and understand functional Liao (2005), Hollnagel

properties of systems and their subsystems, in particular to model the| (2009), Jackson (2010),
effect of disruptions. A close link to more established system models, Hollnagel (2011),
in particular static and dynamic graphical semi-formal models, e.g. | Jenelius and Mattsson

of SysML, is not yet established. (2012), and Burgholzer
etal. (2013)
29. Resilience score cards Bruneau et al. (2003),

Typically ad hoc criteria or generic resilience criteria like robustness, | Chang and Shinozuka
rapidity, redundancy, resourcefulness, etc. are used. However, they | (2004), MCEER (2006),
rather should be the outcome of a resilience assessment process than | O’Rourke (2007), Tierney
being input right at the beginning, because not in all cases for and Bruneau (2007), Rose
instance redundancy is the best option. Such resilience criteria can be| (2009), Baird (2010),
used for identifying possible resilience objectives in early phases of | Cimellaro et al. (2010),

procedural assessment methods. Stgrseth et al. (2010),
Dorbritz (2011),

Renschler et al. (2011),
and Tamvakis and
Xenidis (2013)

30. System modelling languages Weilkiens (2007),
Examples for graphical and semi-formal system modelling Friedenthal et al. (2011),
languages that can be used for a wide range of technical, socio- Object Management
technical and social systems (e.g. organizations) are the Unified Group (2012), Delligatti
Modelling Language (originally developed for the software (2014), and Renger et al.

domain, UML) and the systems modelling language (SysML) for (2015)
systems engineering across disciplinary domains. Such models can
be extended (using extensions) and restricted to allow for formal
models.

This recommendation of methods for each resilience level is made independent
of potential application systems. In case of (strongly) not recommended (strong)
arguments have to be given if the method (class) is selected. In case of (strongly)
recommended (strong) arguments have to be given if the method (class) is not
selected.

Figure 2.5 shows the assessment of three different sample methods for each resil-
ience level and for each resilience management step. In Fig. 2.5a, the level of rec-
ommendation for qualitative/(semi-) quantitative analytical resilience assessment
approaches is shown. It can be seen, that for nearly all resilience levels the resilience
management steps 4-8 show high values meaning that these methods support those
resilience management steps strongly. On the other hand, small values are indicated
for the context analysis and the system definition.

Figure 2.5b shows, that physical-engineering (multi-domain, combinational,
coupled) simulations based on 2D, 3D, CAD, GIS data models show advantages in
the disruptions identification and the measure selection. Small values are shown for
the context analysis. Of course their main strength is in the detailed resilience

fmarina@fb.bg.ac.rs



2 Towards a Generic Resilience Management, Quantification and Development...

47

Table 2.3 Suitability of each method or method class for each resilience quantification and
development process step (resilience management step)

Resilience management phases
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semi-) quantitative
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Z-Eesilience_ Level 1 3 2 3 3 4 4 3 3 2
order expansion
approaches and Level 2 4 3 4 4 4 5 4 4 2
their quantification
using stafisticaland | | g3 | 4 3 4 5 5 5 5 4 2
probabilistic
approaches
3. Resilie?ce Level 1 2 2 2 3 3 3 3 8 2
trajectory,
propagation/ Level 2 2 2 2 8 8 4 2
transition matrix/
dynamic Level 3 2 3 3 3 3 5) 5) 5) 2
approaches
4. ShocioI ) Level 1 33 2 3 3 3 2 8 3
technical cyber
physical- Level 2 4 4 3 4 4 & 4 4
engineering system
modelling, level3 |5 5 5 5 5 5 4 5 5
simulation and
analysis
5. Network/Grid Level 1 3] 3 3 4 4 4 3 3 3]
models and Level 2 4 4 4 4 4 4 4 4 &
simulation level3 | 4 5 5 5 5 5 4 4 4
6. Physical- (mult Level 1 202l 2 2 2 3 20 3 [ 2
engineering (multi-
domain, Level 2 2 3 8 3) 8 4 3 4 3
combinational,
coupled)
simulations based Level 3 2 4 4 4 4 5) 4 5 4
on 2D, 3D, CAD,
GIS data models
7. Cyber logic/ Level 1 2 3 3 3 4 3
layer modelling and Level 2 4 4 4
simulation level3 | 4 4 5 5 5 5 5 4
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disruptions analysis

8. Procedure and Level 1 4 4 3 3 4 4 2 8 3
process modelling Level 2 4 4 4 4 4 5 8 4 4
and analysis level3 | 5 5 5 5 5 5 4 5 5
9. Humar? factor Level 1 20 ok ) 3 3 4 2 3 3
approaches,
human-machine- Level 2 3 3 3 4 4 5 3 4 4
modelling, mental
modelling Level 3 & 4 4 5 4 5 4 5 4
technologies
10. State machine Level 1 2 3 3 B 3 3 3 2
modelling and
simulation, Level 2 2 4 4 4 4 4 4 3
including Boolean
failure state
evaluation, forward Level 3 & 5 5 5 5 5 5 5 4
and backward
simulation
11. Domain Level 1 20002 2 3 3 3 3 3 3
specific models and Level 2 3 3 3 4 4 5 4 4 4
simulations for
infrastructure types Level 3 4 4 4 5 5 5 ) 5 4
Level 1 2 2 1 3] 3 4 4 3 &
12. Resilience and
risk visualization Level 2 3 3 2 4 4 5 5 4 4
Level 3 3] 3] 2 5 5 5 5 4 5
13. Interoperability Level 1 2 3 3 3 3 3 2 4 3
models, Input- Level 2 & 4 4 4 4 4 3 4 4
Output models level3 | 4 4 4 4 4 5 4 5 5
14. Probabilistic Level 1 2 2 2 2 2 3 2 3 2
and stochastic
approaches, Level 2 3 3 3 3 3 4 3 4 3
Markov processes,
probabilistic Level3 | 3 4 4 4 5 4 4
network
approaches
B Level 1 4 4 4 4 4 4 2 3 2
15. Empiricaland | 002 |5 4 5 5 5 4 3 4 3
field studies
Level 3 5 5 5 5 ) 5) 4 5 4
) ] Level 1 2 8 S & 3 4 3 4 &
16. Engineering level2 | 3 4 4 4 4 5 4 4 4
approaches
Level 3 4 5 4 4 4 5 4 5 5
17d- Modified Level 1 3 3 4 4 4 5 4 5 4
inductive system
analysis methods: Level 2 3 4 4 4 4 5 5 5 4
inductive analytical
resilience Level 3 3 5 5 5 5 5 5 5 5
assessment
(1:?- M_Odilfiﬁd . Level 1 4 4 4 4 4 4 4 4 4
assical hazar
analysis methods: Level 2 4 4 4 5 4 5 4 5 4
analytical Level3 | 5 5 5 5 5 5 5 5 5
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Table 2.3 (continued)

19. Modified Level 1 3 3 4 4 4 4 4 4 3
deductive system

analysis methods: Level 2 3] 3 4 5 4 5 4 5 4
deductive resilience
assessment Level 3 4 4 5 5 ) 5 4 5 4
methods

Level 1 2 2 2 2 3 8 1 2 2
20. Flow level2 | 3 3 3 3 4 2 2 [ 3| 3
simulations

Level 3 4 4 4 4 5 5 3 4 4
21. Modified event Level 1 3 3 3 4 4 3 4 4 3
analysis and all
hazard approach: Level 2 4 4 4 5 4 4 4 4 3
Disruptions
analysis, all level3 |5 5 5 5 5 5 5 4
disruptions
approach
22. Operational Level 1 1 2 2 2 2 3 2 2 2
research models Level 2 2 3 3 3 3 4 3 3 3
and simulations Level3 | 3 4 4 4 4 5 4 4 4
23. Data-based Level 1 2 2 2 8 3 3 2 8 3]
models, data- Level 2 3 3 3 4 4 4 3 4 4
mining methods level3 | 5 4 5 5 5 5 5 4 5

) Level 1 1 2 3 3] 2 B 2 3 2

24. Experimental level2 | 2 3 4 4 5 4 3 4 3
methods

Level 3 2 4 5 5 4 5 4 5 4
25. Table topd Level 1 20282 3 3 4 20 3 (2
exercises, re
teaming, Level 2 3 3 3 4 4 5 3 4 3
penetration tests, level3 | 4 4 4 5 5 5 4 5 4
serious gaming

Level 1 3 3 4 3 4 4 2 4 4
26. Decision
support methods Level 2 4 4 3 4 5 5 3 5 5]

Level 3 5 5 4 5 5 5 3 5 5
27. Expert Level 1 3 3 4 4 4 4 4 4 3
estimates, expert Level 2 4 4 5 5 5 5 4 5 4
elucidation level3 |5 5 5 5 5 5 5 5 5
28. Functional Level 1 3] 3 4 3] 3 3 3 g 3]
Resonance Method Level 2 4 4 4 4 3 8 3 8 &
(FRAM) level3 | 5 5 5 3 3 3 | 3 [2] 2

Level 1 3 2 3 3 2 2 2 5 4
29. Resilience
score cards Level 2 3 2 3 3 2 2 2 5 4

Level 3 3 2 3 3 2 2 3 5 4
30. System Level 1 3 4 3 3 3 4 2 4 4
modelling Level 2 4 5 ) 4 ® 5 3 5 5
languages level3 |5 5 5 5 5 5 3 5 5

The following scale set is used: strongly not recommended, not recommended, no recommenda-
tion, recommended, strongly recommended. This covers the recommended use of the method for
the first time as well as if the method has already been used in earlier phases, e.g. as in the case of
system modeling approaches which are typically used in many phases

fmarina@fb.bg.ac.rs



50 1. Héring et al.

(1) Contaxt analysis (1) Context analysis
(5] Measare 5 (9 Measure
development and & (2} System definition development and . (2 System definition
Iimplementation Implementation

(3} Performance
Funsction identification

{3) Performance

[8) Messure selection function identification

(8) Measure selection

[7) Resilience/cost
evaluation

{4) Disruptions {7 Resilience/ cost
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{4) Disruptions
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e-identification
of critical
combinations of...

(5} Pre-identification
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combinations of...

(6} Overall resilient
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(&) Overall resilienc
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a) Method 1: qualitative/ (semi-) quantitative by Method 6: physical-engineering (multi-

analytical resilience assessment domain, combinational, coupled)
approaches simulations based on 2D, 3D, CAD, GIS
data models

Fig. 2.5 Visualization of recommendation level in spider diagrams for two different method
classes for each resilience quantification and generation phase and each resilience level 1 to 3. (a)
Method 1: qualitative/(semi-) quantitative analytical resilience assessment approaches. (b) Method
6: physical-engineering (multi-domain, combinational, coupled) simulations based on 2D, 3D,
CAD, GIS data models

quantification and overall resilience quantification, which needs to take account of
a lot of detailed information.

Typically, it is found that qualitative methods are useful for more resilience man-
agement steps than methods that are more specific, e.g. engineering methods or
infrastructure-specific models. Further is observed, that for higher resilience levels
more methods are used. Most classical engineering methods are only prepared for
in other phases.

Than step 6 in terms of building up the model and actually employed only in
resilience management phase 6: detailed resilience quantification and overall resil-
ience quantification.

2.7 Sample Cases for Resilience Level Determination
and Selection of Methods for Case Studies

In a sample application, three case studies are considered:

(A) Urban transport resilience improvement using real time data for the town
of Florence

(B) Electrical high voltage grid vulnerability and resilience assessment of
Swiss high voltage grid

(C) Province of Ontario resilience model

Below, for each case study the following is given:

(i) A short description of the sample system considered, delivered by a short plain
text.
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(i1) The resilience level obtained for few (one or two) selected resilience system
performance functions taking account of a defined set of potential disruptions.
This is delivered by a qualitative description of the system performance func-
tions and by giving their resilience levels.

(iii) The methods (classes) used throughout the resilience quantification and devel-
opment process without distinguishing between resilience management steps.
This includes a recommendation of their usage for the sample cases taking into
account the highest recommendation only. This is delivered by attributing a
value to each method (class) for each case study according to Eq. (2.5) as
delivered in Table 2.4 for each case study.

(iv) Selected few resilience improvement efforts conducted and their estimated
resilience level.

Regarding (ii), (iii) and (iv), it is noted again, that for simplicity and consistency
the same resilience level scale of Table 2.1 is used for the assessment of critical
combinations of system functions and disruptions (phase 5), for the selection of
methods for refined for resilience quantification (step 6), and for resilience develop-
ment and implementation, respectively.

(A) Urban transport resilience improvement using real time data for Florence

(1) Enhancing resilience in urban transport systems (UTS) is considered imperative
for two main reasons: such systems provide critical support to every socio-
economic activity and are currently themselves one of the most important eco-
nomic sectors and secondly, the paths that convey people, goods and information,
are the same through which also many risks are propagated (Taylor et al. 2006;
Faturechi and Miller-Hooks 2014; Demirel et al. 2015; Hughes et al. 2015). The
UTS in Florence is characterized by several drawbacks (Bellini et al. 2016b).

Here below we provide some of the relevant data able to characterize the UTS in
Florence:

e the density of cars is 2.159 car/km>-205,650 vehicles and 71,167 motorbikes
(914.925 in total for the province);

e the UTS has 700 Km or streets in the urban area most of them are situated in
the historical/mediaeval area (Restricted Traffic zone: Zona a Traffico
Limitato, ZTL, Controlled parking zone: Zone a Controllo di Sosta, ZCS)
where the dimensions are scarce (usually one way street);

* streets/bridges/rails etc. are managed by several authorities. Including metro-
politan area there are: 1439 km under regional/provincial control, 114 KM
under state control (National Autonomous Roads Corporation: Azienda
Nazionale Autonoma delle Strade, ANAS), and 95 km highway under
Autrostrade s.p.a. several urban underpasses are managed by Trenitalia spa,
Florence Metro is managed by the public company Gestione Servizio tramvi-
ario (GEST), etc.;

e 70% of the street victims occur in urban area the rest extra-urban;

e the tourism pressure in Florence is about 10.000.000 of non-residential per-
sons each year and usually concentrated in specific periods of the year;
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Table 2.4 Methods and methods classes used within the three case studies, including their

maximum recommendation level considering all resilience management phases

Resilience assessment,
quantification and development
methods and method classes (see

Maximum recommendation for method (class) in at
least one resilience management phase

fmarina@fb.bg.ac.rs

Table 2 for detailed descriptions) Case study
Case study A: Case Study B:
Urban transport | Electrical high | Case Study C:
Resilience quantification: short resilience voltage grid Province of
description including application improvement vulnerability Ontario
examples using real time and resilience resilience
data for assessment of model
Florence Swiss grid
1. Qualitative/ (semi-) quantitative
analytical resilience assessment 4 2 5
approaches
2. Resilience order expansion
approaches and their quantification 3 4 5
using statistical and probabilistic
approaches
3. Resilience trajectory/
propagation/ transition matrix/ dynamic 4 5 5
approaches
4. Socio technical cyber physical-
engineering system modelling, 5 5 5
simulation and analysis
5. Network/Grid models and 4 5 5
simulation
6. Physical-engineering (multi-
domain, combinational, coupled) 4 3 5
simulations based on 2D, 3D, CAD,
GIS data models
7. Cyber logic/ layer modelling and 3 4 5
simulation
8. Procedure and process modelling 5 5 5
and analysis
9. Human factor approaches,
human-machine-modelling, mental 5 4 5
modeling technologies
10. State machine modeling and
simulation, including Boolean failure 3 4 5
state evaluation, forward and
backward simulation
11. Domain specific models and 4 4 4
simulations for infrastructure types
12. Resilience and risk visualization ) 5 5
13. Interoperability models, Input- 3 3 5
Output models
P
14. Probabilistic and stochastic
approaches, Markov processes, 4 4 5
probabilistic network approaches
15. Empirical and field studies 4 2 5
(continued)
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Table 2.4 (continued)

16. Engineering approaches & 5 5

17. Modified inductive system
analysis methods: inductive analytical 4 & 4
resilience assessment

18. Modified Classical hazard
analysis methods: analytical 4 3 4
disruptions analysis

19. Modified deductive system
analysis methods: deductive resilience 4 4 4
assessment methods

20. Flow simulations 4 & 5

21. Modified event analysis and all
hazard approach: Disruptions 5 5 5
analysis, all disruptions approach

22. Operational research models and

! - 0 4 0
simulations
23. Data-based models, data-mining

5 2 4

methods
24. Experimental methods 5 3 3
25. Table top exercises, red
teaming/penetration tests, serious 3 3 3
gaming
26. Decision support methods 5 4 4
27. Expert estimates, expert 5 3 5
elucidation
28. Functional Resonance Method 5 3 3
(FRAM)
29. Resilience score cards & 2 &
30. System modelling languages ) & 4

150 K of commuters every day that arrive with cars, trains, buses;

» the average number of passengers in a car is 1.7, thus an inefficient usage;

e the just-in-time inventory management strategy of the Florence downtown
shops requires a continuous provision;

e the level of particles on the order of 10 micrometers or less (PM10) in
Florence tends to go over the national average and sometimes goes over the
legal limit of 40 pg/m? causing traffic stops for days;

*  More than 80% of the streets are at flooding risk.
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(i1) The threats addressed in Florence are river flooding and flash flooding.
According to the historical records and hydrogeological risk maps published on
the City council open data platform, the 80% of the city area can be considered
at risk. Typical system resilience performance functions include the “adaptive
provision of mobility of citizens as organized by multi-modal public transport”
in the advent of minor up to major disruptions like flooding but also accidents,
persons blocking roads or railways, technical failures, strong rainfall, strikes,
terror alerts. The range of resilience level is typically from 1 to 2, possibly 3.

Another resilience performance system function is related to the “intelligent
early warning” where population is timely advised with context aware messages
elaborated through a data driven situational awareness system and delivered through
different communication channels as mobile phones, variable message panels,
radios, TVs, etc. The range of resilience level is around 2.

Every resilience performance function is designed according to the evidence
driven adaptive cycle as presented in Fig. 2.6 that requires to collect a huge amount
of heterogeneous data from the technical systems as well as the human beings (UTS
users). The scope is to continuously monitor the adaptive and buffer capacity of the
UTS thus monitoring its resource availability in order to support real time decision
making. In fact, the UTS relies on human actors to deal with dynamics, complexity
and uncertainty (Norros 2004) that cannot be controlled on the basis of fixed rules
and procedures. For this purpose, the user requires tools and an organizational con-
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Fig. 2.6 Evidence driven adaptive cycle in urban context. See discussion in text
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text that allows doing so efficiently. In order to operationalize such a model, in
Florence we worked with Big Data and Internet of Everything (IoE) moving from
simulated data to real data generated by the smart city.

Such data are input of the Collaborative Resilience Assessment and Management
Support System (CRAMSS), a data driven tool able to support decisions for multi-
ple decision makers in a complex environment. There are three types of data being
collected and managed by the Big Data Management Platform (2017a) developed
within the EU project RESOLUTE (2015) and used by the CRAMSS: urban data,
human behavior data and social network data. In particular:

e Urban data include municipality open data, such as: structure of the city, seis-
mic risk maps, hydrological risk maps, services, statistics, time series of major
disasters, descriptors of structures such as schools, hospitals, streets, river level,
weather conditions, position of Wi-Fi access points, locations of people aggrega-
tion facilities (such as: gym, schools, mall, social house, theatres, stadium, hos-
pital). Some of these issues generate real time data such as the emergency triage
status of hospitals, environmental sensors, parking areas availability, metro sta-
tus and position, traffic flow information, origin destination matrices for cars,
traffic flow movements (Bellini et al. 2016c¢).

* Human behavior data may be either individual or group-based and include
activity related and behavioral personal or collective profiles addressing psycho-
logical, habitual and cognitive aspects. These profiles may be extracted based on
different kinds of sensors: Wi-Fi network, Bluetooth servers, traffic flow sensors
as spires (wearable activity trackers), TV-cameras, mobile cells from telecom
operators, mobile Apps, etc., by using data mining and data analytics techniques.
All these multidisciplinary and multimodal raw data need to be integrated in a
common comprehensive format towards discovering meaning-bearing annota-
tions (Bellini et al. 2014a).

* Social networks data are tweets, comments, posts, likes, etc. A social network
crawler can be exploited to manage and analyze all real-time data streaming
from the citizens and the city infrastructure (Grasso et al. 2016). The crawler
should be language independent utilizing multilingual thesaurus. Text process-
ing and knowledge mining techniques should be used to discover hidden infor-
mation, to identify sentiments, trends, influencers, to detect events or to predict
flows. In addition to the dynamic data, an interoperable knowledge base contains
cross sectors data that can be used to provide services to help the environment to
become more efficient in disaster situations. Furthermore, the activities of data
analytics and semantic reasoning are used to generate new knowledge that can be
integrated into the interoperable knowledge base where cross sectors data are
used to help improve resilience in situations of danger (e.g. data ingestion, min-
ing and algorithms, computing models and recommendations).

These heterogeneous datasets have to be accommodated in a scalable and
interoperable Knowledge Base (Bellini et al. 2014a), which contains cross-sectors
data that can be used to provide services to help the environment become more
efficient in the event of a disaster. Furthermore, the Data Analytics Semantic
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Computing layer computes several elaborations to generate new knowledge (such
as: extraction of typical human trajectories in the city, computation of origin desti-
nation matrices at different time slots and week days, computation of predictions
about eventual city dysfunctions, computation of sentiment analysis with respect to
major city services) that can be integrated into the Knowledge Base, where cross-
sectors data are used to help improving resilience in situations of danger (e.g., data
ingestion, mining and algorithms, computing models and recommendations).

(iii) In the following the resilience quantification methods as described in Sect. 2.6
Table 2.2 are used for resilience quantification in example A as well as for the
identification of the best resilience improvement measures, see also Table 2.4
second column:

e Method 2: to identify the UTS threats;

e Method 4: to consider human, technology and organization as assets in UTS;

e Method 9: Human factor approaches, human-machine-modeling, and men-
tal modeling technologies, to model human behavior and movement at city
level;

e Method 12: Data visualization for risk and resilience understanding and
decision making;

e Method 13: to use a semantic approach to fuse heterogeneous data;

e Method 15: to collect process data from the ground to extract meaningful
information about the capacity of the system of coping with changing and
unexpected conditions;

e Method 21: to calculate in real time the damages according to the area
affected, the magnitude of the phenomena and its dynamics measured
through sensors (user as a sensors; environmental sensors, etc.);

e Methods 20 and 22: Simulative approaches, to model metro, road traffic
dynamics, to define and share strategies in the decision support system;

e Method 26: Data driven decision support systems has been implemented to
support decision makers in applying;

e Method 28: To describe and understand the UTS complexity and interdepen-
dency and to drive an ERMG definition and big data platform implementation.

The project RESOLUTE is answering the need for improving the resilience of
critical infrastructure, in particular for UTSs, by conducting a systematic review and
assessment of the state of the art of the resilience assessment and management con-
cepts, as a basis for the deployment of an European Resilience Management Guide
(ERMG). The guide also takes into account that resilience is not only about the
performance of individual system elements but rather the emerging behavior associ-
ated with intra and inter system interactions. Hence the project focuses on a process
for the identification of system performance functions that are paramount for resil-
ient system behavior in case of disruptions. Thus it considers a broad set of methods
and method classes with a strong focus on data-driven methods which help to sup-
port and implement such adaptive resilience assessment processes and resilience
generation processes. Hence all methods of Table 2.2 could be relevant for the short
case study A.
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(iv)

The EU project RESOLUTE (2015) is based on the vision of achieving higher
sustainability of operations in European UTSs. This requires overall height-
ened operational efficiency, mainly by optimizing the allocation and utilization
of available resources (organizational, technical and human), whilst striving to
continuously minimize any source of environmental pollution as well as any
disruptive events like incidents, accidents and other operational failures. Within
this context, RESOLUTE considers resilience as a useful management
paradigm, within which the consideration of adaptability capacities is para-
mount, in particular as driven by real-time (observational) data.

Organizations must generate the ability to continuously adjust to ever-changing
operational environments. This requires rapid resilient response in case of disrup-
tive events rather than inefficient built-up of redundancies.

The resilience improvement measures that will be results as project outcomes
include:

Data driven Risk and resilience assessment of UTS;

Reduction of the consequences of events, enabling multi operator coordina-
tion and stakeholder awareness;

Reduction of likelihood of high-consequence events through technical and/or
organizational means using data generated by many sources (e.g. environmen-
tal sensors, user as a sensor, traffic data);

Complex system definition, UTS function and interdependencies
identification;

Prevention of upstream and downstream propagation of functional variability
and resonance quantification, i.e. prevention of cascading effects managing
resources availability and allocation;

Mitigation of critical event effects on population, e.g. by optimizing emer-
gency response and evacuation through preparation, early warnings and real
time re-routing through mobile apps;

Release of an European Resilience Management Guide (ERMG). The guide
also takes into account that resilience is not only about the performance of
individual system elements but rather the emerging behavior associated to
intra and inter system interactions.

Collaborative Resilience Assessment and Management Support System
(CRAMSS), that adopts a highly synergic approach towards the definition of
a resilience model for the next-generation of collaborative emergency services
and decision making process.

In summary, the example case study A on urban transport resilience assessment
and improvement using real time data focuses on a broad understanding of urban
transport systems and subsystems including their interfacing and management, the
identification of key transport functionalities and related performance measures, the
accessibility of data-driven indicators of performance and for disruptions identifica-
tion as well as the data-guided selection of efficient response strategies in the advent
of disruptions.
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For all steps already existing solutions are taken into account and in parts signifi-
cantly extended. So far rather generic transport system performance functions have
been identified. However, the project assumes that a strong focus should be on the
generic capability of transport systems to recover in case of disruptions and hence
related system performance measures and the employment of appropriate methods.
Furthermore, even if data-driven approaches rely on substantial technical systems,
resilience quantification and generation methods that take account of the human,
organizational and societal factors have been identified to be critical for successful
resilience assessment and improvement, in particular in ongoing crises.

(B) Electrical high voltage grid vulnerability and resilience assessment of Swiss grid

(1) The high-voltage electric power supply system (EPSS) consists of three interde-
pendent subsystems arranged in three different layers, i.e. System Under Control
(SUC), Operational Control System (OCS), and Human Operator Level system
(HOL). The SUC represents a technical part of the EPSS, its components include
transmission lines, generators, busbars and relays. It is a time-stepped system,
i.e. the time scale has a strong influence on its functionalities.

The OCS also represents the technical part of the EPSS. Its major responsibility
is to control and monitor the coupled SUCs. Compared to the SUC, the OCS is an
event-driven system, i.e. its functionalities are mainly influenced by events rather
than by the time scale. The Supervisory Control and Data Acquisition (SCADA)
system represents the OCS, i.e. is a major part of the OCS. Components of the
SCADA include field instrumentation and control devices (FIDs and FCDs), remote
terminal units (RTUs), communication units (CUs), and master terminal unit (MTU).

Finally, the HOL represents a non-technical part of the EPSS, which is related to
human and organizational factors influencing the overall system performance. The
HOL is responsible for monitoring and processing generated alarms, switching off
components at remote substations and sending commands to remote substations. In
order to achieve a high-fidelity modeling of SUC and OCS, both functionality
(physical laws) and structure (topology) should be considered. Furthermore, the
model for OCS needs to be able to process messages among components.

An agent based model (ABM) is selected to combine all these systems in a single
modelling approach. This approach intends to represent the whole system by divid-
ing it into interacting agents. Each agent is capable of modifying its internal status,
behaviors and adapts itself to environmental changes. ABM is a bottom-up approach
and each component is represented as an agent (Tolk and Uhrmacher 2009; Chappin
and Dijkema 2010).

The model for the HOL should be able to quantify the effects of human perfor-
mance. Human Reliability Analysis (HRA) is suitable to this aim, and provides a way
to assess human performance in either qualitative or quantitative ways. Qualitative
methods focus on the identification of events or errors, and quantitative methods focus
on translating identified events/errors into Human Error Probability (Sharit 2012).

(i1) In the following, it is motivated that winter storms are a natural threat and
potential disruption of strong interest for power supply grids in Switzerland. It
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is also exemplarily listed which system performance measures are of interest in
this case. The system performance measure “actual power demand served” is
selected. Depending on the households, infrastructure (e.g. hospitals) and
industry that is supplied, resilience levels of 2-3 or more can be attributed to
this power grid system functionality. In each case, the system resilience perfor-
mance measure could further be refined for applications e.g. “actual power
demand served, i.e. power losless than 4 h and less than 3 losses per week”, etc.

Historical records reveal that hazards such as earthquakes and winter storms
were the cause of significant damage in at least nine events over the past 1000 years
in Switzerland (Bilis et al. 2010). According to (Raschke et al. 2011), the estimated
frequency of natural hazards, i.e. winter storms, which have the potential of result-
ing in the simultaneous disconnection of 20 transmission lines is in the range of 6 -
107*to 7 - 10~* per year. In this resilience assessment experiment, it is assumed that
a natural hazard, i.e. winter storm or ice rain, impacts the central region of
Switzerland, where power transmission lines are located; as a result, about 17 power
transmission lines are disconnected.

Several system measures of performance (MOP) quantify the response of the EPSS
to the disruptive event, which focus on different characteristics, examples include:

(1) MOPgyc,, the number of available transmission lines (topology related),
(2) MOPgyc,, actual power demand served (functionality related).

One MOP is selected for the SCADA:
(3) MOP y¢s, the number of available RTUs (topology related).

The multiplicative metric proposed to quantify general resilience, GRgyc, inte-
grates the various measures of resilience capabilities, i.e. robustness, recovery
speed, recovery ability, performance loss and loss speed, and allows comparisons
among different systems and system configurations (Nan and Sansavini 2017).
Strategies focusing on the enhancement of a specific system the resilience capabil-
ity can be tested.

(iii) In the following the resilience quantification methods as described in Sect. 2.3
are used for resilience quantification as well as for the identification of the best
resilience improvement measure.

Relating to Table 2.2, the following methods can be identified (see also Table 2.4):

* Method 2: Resilience order expansion approaches and their quantification
using statistical and probabilistic approaches, to identify the threats and their
frequencys;

* Method 4: Socio technical cyber physical- engineering system modelling,
simulation and analysis, including agent-based, for the overall modelling
approach of the EPSS;

e Method 7: Cyber logic/layer modelling and simulation, to model the OCS;

e Method 9: Human factor approaches, human-machine-modelling, and men-
tal modeling technologies, to model the HOL;
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e Method 11: Domain-specific models, to model the SUC;

* Method 16: Engineering approaches, to determine the physical SUC behav-
ior in case of line interruptions;

e Methods 20 and 22: Simulative approaches, to model OCS and SUC;

(iv) Next, some possible resilience improvement measures or options are discussed:

e Strategy 1: The improvement of the efficiency of line reparation enhances
the restorability capability during the recovery phase, i.e. the mean time to
repair MTTR.

e Strategy 2: The improvement of the human operator performance enhances
the adaptive capability during the response and recovery phase, i.e. the
human error probability threshold HEP,.

e Strategy 3: The improvement of RTU battery capacity enhances the absorp-
tive capability during the disruptive phase.

The target system for each strategy also varies: SUC is the target system for
Strategy 1 and 2, and SCADA is the target system for Strategy 3.

Figure 2.7 illustrates the value of GRgyc as defined in Eq. 2.6 below, i.e. the mul-
tiplicative resilience metric for SUC to the disruptive event, with respect to Strategy
1 and 2 using MOPgyc; as introduced in section B.ii. When both strategies are

GR(MOPsucy ~ W12 W23 W34 W45
- 4.97_

5 um;

0.5 \ 4
1 - /1.3
2 \/0,03 Q\p

&

Mean time to repair (hours) - 3

Fig. 2.7 Example for overall resilience quantification and improvement of an energy high voltage
grid system in a context where two system parameters can be changed and a quantitative multipli-
cative resilience system performance measure of interest for optimization has been selected. The
overall system resilience quantity is GRsyc(MOPgy ), the actual power demand served depending
on the mean time to repair (MTTR) and the human error probability threshold (HEP,). Values for
different simulation scenarios implementing Strategy 1 and 2 are given
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implemented simultaneously, the resilience of SUC is enhanced significantly, see
Fig. 2.7.

Furthermore, the values of GRyy¢ allow comparing the relative benefits of differ-
ent improvement strategies. GRsyc(MOPgyc;) =3.02 when MTTR = 1 hand HEP, =
0.3; at this point, if the efficiency of reparation is further improved, i.e. MTTR = 0.5
h, GRsyc(MOPgy¢>) indicates 40% resilience increase. On the other hand, if the
human operator performance is further improved, i.e. HEP, = 1, the GRsyc(MOPgyc,)
metric indicates 12% resilience increase. If both strategies are implemented,
GRsyc(MOPgy») metric indicates 64% resilience increase. Hence the best selection
of improvement strategies can be determined based on GR and on the implementa-
tion costs.

In summary, the short example case study B on the electrical high voltage grid
vulnerability and resilience assessment of the Swiss grid reveals that for this domain
specific socio-technical system and the disruption set “storm and ice-rain” a multi-
plicative system performance measures of interest can be identified to quantify
resilience. In this case, the pre-quantification of resilience was conducted using
statistical-historical data which revealed that the loss of the identified system perfor-
mance functions in the case of the selected disruptions are of interest. In addition,
the resilience quantification allowed to compare different resilience improvement
measures.

(C) The Province of Ontario critical infrastructure resilience model

(i) The Province of Ontario is Canada’s most densely populated and highly indus-
trialized Province, with a concomitant high concentration of and dependence on
industrial and information age critical infrastructure. As Canada’s manufactur-
ing, governance and financial center, Ontario is responsible for approximately
36% of Canada’s GDP (Status of 2014; e.g. data from Statistics Canada (2014).
Consequently, disruptions in any of the critical infrastructure sectors that inter-
dict commercial or governance operations can have a disproportionate effect on
the national economy.

The highly dependent nature of all commercial and governance operations on the
densely concentrated infrastructures and the inter-dependent nature of the critical
infrastructure sectors themselves demands a network approach to the analysis,
assessment and improvement of Provincial resilience. To this end a network based
approach, employing path analysis in a graph theory based tool set was used to
identify pathways of exposure to risk, risk effects, pathways of consequence and the
feasibility of various proposed mitigations (see also (2017b).

The discrete directed graph model is made up of nodes and edges. Nodes depict
an operation, an asset or an enabler and each one is assigned two values on a 0—-10
scale. One for impact on the system and another for likelihood of failure for a list of
identified possible hazard and disruptive events. Impact is derived from expert elici-
tation and mental modeling and/or from physical system evidence. Likelihood of
failure is likewise derived from expert elicitation, system design parameters and
operational history evidence.
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Edges depict a level of dependence between nodes using the same 11-integer
scale. A node can have an upstream or downstream relationship with another node
or both; not necessarily of the same value. This is modeled using (possibly multiple)
directed edges between nodes. Upstream and downstream is always dependent on
the disruptive event considered and how its effects can propagate through the graph
model and its system (of systems) layers. Dependency relationship scoring is
derived from expert data elicitation and documented systems evidence. When a sce-
nario is introduced the three scores are manipulated to reflect the state change in
each entity. The path analysis algorithms then calculate the impact and return the
results in an adjusted risk index that reflects the new exposures or vulnerabilities.

The resulting model includes more than 1300 infrastructure entities in a network
control framework where dependencies are not only understood within their critical
infrastructure sectors but are also understood cross-sector. The model is dynamic in
that multiple timely ordered hazard scenarios can be tested against the control
framework individually or in combination to reveal the pathways of exposure to risk
for each scenario. The upstream and downstream propagation of the disruption and
damage also takes into account how long the propagation takes. This allows for an
absolute dynamic sequencing of cascading effects in case the propagation times are
known. In case that propagation time information is not available only relative
dynamic sequencing is available.

Where costs are known they can be calculated and aggregated along a conse-
quence chain to reflect the whole cost of a given scenario over time in terms of fixed
and variable costs to auditable standards. Where node locations are known, risk
effects can be represented in GIS or 3D constructive simulation and fused with other
relevant geospatial data allowing advanced geospatial analysis of operational risks.
In a similar fashion, SCADA systems are mapped to the nodes they control and the
consequence of cyber attacks can be understood.

This approach provides for the emergency management agency a living model of
Provincial Infrastructure to plan and exercise with. It is credited with reducing the
effects of the 2013 floods in Toronto and several other Provincial level natural disas-
ter events. The model is gradually being used by other Canadian Provincial govern-
ment departments, not specifically mandated for resilience for planning and response
management. Such an approach, while comprehensive and informative, depends on
human understanding and skill to drive it and maintain it, and this is proving its
greatest challenge.

(ii) Typical system performance functions of interest are the provision of the ser-
vices of the respective infrastructure grids or industrial sites in case of advert
events. In particular, the capability of industrial facilities to cope with risk and
disruption events that are assessed to be critical and that cannot be hedged by
societally acceptable insurance coverage.

More precisely a single such system performance function is the “sufficient
drinking water supply of the population” in case of flooding and cyber-attacks. This
are examples for natural and man-made malicious events, respectively, the latter
possibly even supported by external governmental resources. In this case, the resil-
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ience level of the performance function and risk event combination would be
assessed to be 2-3 or higher.

(i) For an overview of the methods used within the modelling approach, see
Table 2.4.

Main methods used within the approach include:

Graph models: Method 5: Network/Grid models and simulation; Method
12: Resilience and risk visualization

GIS Based Models: Method 6: Physical-engineering (multi-domain, com-
binational, coupled) simulations based on 2D, 3D, CAD, GIS data models
Simulation: Method 20: Flow simulations; Method 22: Operational research
models and simulations; Method 5: Network/Grid models and simulation;
Method 11: Domain specific models and simulations for infrastructure types
Mental mapping: Method 9: Human factor approaches, human-machine-
modelling, mental modeling technologies

Engineering approaches: Method 16: Engineering approaches

Expert elucidation: Method 27: Expert estimates, expert elucidation
Human factors: Method 9: Human factor approaches, human-machine-
modelling, mental modeling technologies

Cyber systems modelling: Method 7: Cyber logic/layer modelling and
simulation

(iv) Typical resilience improvement measures that can be inferred and tested by the
Province of Ontario resilience model include:

Risk and resilience assessment of several design options of industrial sites
or infrastructure designs

Local increase of robustness, mainly regarding the modeled nodes, i.e.
reducing the consequences of events, e.g. mechanical retrofit, change of
requirements regarding the fulfillment of building codes depending on
threat levels

Reduction of likelihood of high-consequence events through technical and/
or organizational means, e.g. using video surveillance and early detection
of internal and external disruptions to improve prevention

Prevention of upstream and downstream propagation of events, i.e. preven-
tion of cascading effects within grids or systems or beyond them, e.g. using
smart grids that are locally self-sufficient on demand

Reduction of damage event effects on on-site personnel and the population,
e.g. by optimizing emergency response and evacuation through preparation
and technical alerting systems

Table 2.4 gives an overview of the methods used for each case study as well as
their maximum level of recommendation.
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2.8 Discussion of Relation of Framework Approach
to Existing Resilience Concepts, Definitions
and Quantifications and Improvement Processes

In the following, some representative existing resilience quantification and/or devel-
opment approaches are discussed regarding their relation to the presented approach.
In each case at least the resilience concept used is named, the (implicitly or explic-
itly used) definition operationalized for resilience quantification, the actually used
resilience quantification method or methods and possibly further methods typically
used within this strand of research.

2.8.1 Quantification of Resilience Using a System
Performance Function Based Measure

Using the time-dependent system performance diagrams of Figs. 2.3 or 2.4, a single
additive resilience metric can be constructed which is different from the often used
resilience triangle loss quantity, see e.g. (Héring et al. 2016a). Possibly several such
resilience metrics can be weighted and combined. Such a resilience quantification is
one of the options for the “overall resilience quantification” in phase 6 of the resil-
ience management cycle.

This also holds true for the multiplicative overall general resilience measures as
used within Case study B in the present text, see also (Nan et al. 2016). The motiva-
tion for this measure is given below.

Resilience can be quantified by considering resilience capabilities of systems
(i.e. absorptive, adaptive and restorative capability) in different phases (i.e. original
steady, disruptive, recovery and new steady phase) and integrating them into a
unique resilience metric.

The selection of the appropriate time-dependent system performance function or
system measure of performance (MOP), as conducted in the resilience management
phase 3 “identification of system performance functions”, depends on the specific
service provided by the infrastructure under analysis.

Referring to Fig. 2.3, in the original steady phase, the system performance is
within its target value. In the disruptive phase, the performance drops until reaching
the lowest level. During this phase, the system absorptive capability can be assessed
by Robustness (R), which quantifies the minimum performance level. This measure
is able to identify the maximum impact of disruptive events; however, it is not suf-
ficient to reflect the ability of the system to absorb the impact.

To this aim, two complementary measures are further employed, i.e. Rapidity
(RAPIpp) and Performance Loss (PLpp) in the disruptive phase (DP). Rapidity can
be approximated by the average slope of the system performance function, and cap-
tures the speed of change in the system performance during the disruption phase and
the recovery phase. In this way, RAPI,p and RAPIy can be defined. Performance
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loss in the disruptive phase (PLpp) can be quantified as the area of the region
bounded by the MOP curve with and without occurrence of the disruptions effects,
i.e. the area between the continued original steady curve and the performance curve
in case of a disruption till the lowest performance level.

Alternatively, the time averaged performance loss (TAPL) can also be used,
which considers the time of appearance of negative effects due to disruptive events
up to full system recovery, and provides a time-independent indication of adaptive
and restorative capabilities in response to the disruptive events. It is obtained by
dividing the performance loss by the time length of the just described time span of
system performance drop and increase.

The last phase is the new steady state of the system performance level, which
may equal the previous steady level, reach a lower level or may even be at a higher
level than the original one. In order to take this situation into consideration, a simple
relative quantitative measure Recovery Ability (RA) is considered, which measures
the new steady state performance level in units of the maximum loss, i.e. is greater
than unity if the system bounces back better, equal to unity in case of full recovery
and less than unity if it is worse than unity.

An integrated metric with the ability of combining these capabilities can quantify
system resilience with an overall perspective and allow comparisons among differ-
ent systems and system configurations. A general resilience metric (GR) is proposed
(Nan and Sansavini 2017), which integrates the measures of the resilience
capabilities:

GR = f(R.RAPI,,.RAPI

DP? RP>

TAPL,RA) = Rx(%]x(mm)’1 x RA. (2.6)
RAPI,,

The measure GR assumes that robustness R (here defined as the lowest perfor-
mance level reached), recovery speed RAPI» and recovery ability RA have a posi-
tive effect on resilience, i.e. are direct proportional to resilience. Conversely, the
measure GR assumes that time-averaged performance loss TAPL and loss speed
RAPI,p have a negative effect, i.e. are indirect proportional to resilience.

No weighting factor is assigned to the various terms so that no bias is introduced,
i.e. they contribute equally to resilience. GR is dimensionless and is most useful in
a comparative manner, i.e. to compare the resilience of various systems to the same
disruptive event, or to compare resilience of the same system under different disrup-
tive events. This approach of measuring system resilience is neither model nor
domain specific. For instance, historical data can also be used for the resilience
analysis. It only requires the time series that represents system output during a time
period that covers at least one disruptive event. In this respect, the selection of the
MOP is very important.

This performance based overall resilience quantification is an example that resil-
ience quantities for application domains have already been defined and applied
(Sansavini 2015).
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2.8.2 FRAM Analysis

According to the last development in the functional resonance analysis (FRAM)
method (Bellini et al. 2016a), resilience quantification of socio-technical systems
like urban transport systems (UTS) can be approached connecting real data to the
models. In FRAM there are several dimensions which qualitatively characterize the
variability of the output of a FRAM function. However, even when considering
invariant the variability of such a FRAM function, the impact of this variability may
vary based on the function dampening capacity (FDC) of the downstream FRAM
functions. The function damping capacity FDC is defined as the capability in a cer-
tain instant of the downstream function of absorbing the variability of the incoming
input I (changing conditions) maintaining its output O within acceptable/expected
variability.

The formalization proposed is to quantify the amount of performance variability
in input exceeding the function dampening capacity (FDC) of the receiving func-
tions. In particular we call this matching the Variability Rate (VR). The VR expresses
the amount of input variability still dampened or absorbed by all the downstream
functions avoiding effects on their subsequent outputs. In (Bellini et al. 2016a), the
FDC expresses the limits of this distribution imposed by the destination functions.

As well known, the Z-score represents a normalization of the distance of an
observation from the means in a distributions. The basic Z -score formula is
expressed as the ratio between the distance of a value from the mean and the stan-
dard deviation: z = (x — u)/o. Thus the FDC can be represented by the Z-score
(ZFDC) value reflecting the limits of the values that can be dampened by the down-
stream functions. The Variability Rate (VR) in percent reads

VR, % = P(z 100 2.7)

FDCy,) )

where R is a FRAM relationship (see e.g. (Bellini et al. 2016a) and references
therein), t is the instant considered and P is the probability associated with the
Z-score.

Moreover, since the variability in how a function is carried out may show itself
by the variability of the output, the evaluation of the FDC of a function can be done
only after the evaluation of its output variability. However, thanks to the Big Data
approach, the possibility to determinate FDC in advance and predict the subsequent
output variability in order to apply decisions to enhance the FDC through the
increase of resource availability, is complex but not complicated.

The focus is on monitoring the resource availability of each function defining
firing and variability acceptance thresholds for each of them. This is what is done
within the RESOLUTE project. It is connecting all needed information coming
from the smart city to the FRAM model, in order to continuously compute and esti-
mate the VRs and connect the resulting scores to a data driven next generation of
Decision Support system (Bellini et al. 2016d).
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In summary, the FRAM approach helps to identify which quantitative thresholds
for functional performance function resilience of the system are of interest, which
possibly also can be attributed to single or few components or subsystems. This
allows to identify related data sources for the empirical-statistical determination of
the thresholds.

2.8.3 Network Models

Network models in resilience management are used as a first order abstract repre-
sentation for interconnected systems. Here, network nodes (or vertices) are used to
represent infrastructure or system units with certain properties and internal states,
while network edges (or links) represent dependency relationships between the
units.

Depending on specifics of the system of interest, different types of networks can
be used. To this end, the most basic model is the undirected network, where links
have no preferential direction and equal weight. Undirected networks are suitable
representation for e.g., social networks, and certain types of communication net-
works, where communication between the nodes is reciprocal.

The straightforward generalizations are weighted and directed network models
that can be used to represent systems with unequal link weights and/or directional
links. Examples of such systems span power grids, transportation networks, and
communication networks, e.g., the Internet. For comprehensive review of network
models see, e.g., (Newman 2010).

Many interconnected systems are coupled and should not be analyzed separately.
Paradigmatic examples are power-grids that are controlled through the Internet,
social networks where interactions can be naturally categorized as professional,
friendship, romantic, etc., and airline transportation networks, consisting of multi-
ple layers, each corresponding to a distinct airline carrier. To properly model inter-
dependent systems, the wealth of multilayered networks has been developed in
recent years (see e.g. Boccaletti et al. 2014).

Despite the success of network models in the analysis of complex systems, resil-
ience approaches to interconnected systems are still at their infancy and a unified
approach to resilience in networked systems is yet to be formulated. In recent years
there has been several works aiming to quantify resilience in a variety of networked
systems. One example is the work of (Sterbenz et al. 2013), describing a methodol-
ogy to evaluate network resilience using topology generation, analytical, simula-
tion, and experimental emulation techniques.

Another notable contribution is the work of (Zhang et al. 2015) offering a sys-
tematic numerical analysis of resilience in a number of different network structures
including the grid, ring, hub-and-spoke, complete, scale-free and small-world
networks.

The work of (Ganin et al. 2016) is the first to propose quantitative methodologies
for engineering resilience in directed graphs and interdependent coupled networks.
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The work of (Gao et al. 2016) proposes a method to project coupled linear differen-
tial equations describing network dynamics onto a single differential equation quan-
tifying network resilience. Finally, the work by (Vlacheas et al. 2013) attempts to
unify the concept of network resilience by identifying principal network resilience
concepts and describing the interactions between them.

In summary, network approaches have been used successfully to qualitatively,
topologically and quantitatively assess resilience of abstract models of systems, lay-
ered systems and systems of systems. However, there is not yet a generally accepted
overall approach to the quantification of resilience based on graph models, includ-
ing multilayered models.

As the wide fields of applications of graph-based methods reveal, it is question-
able whether a unique and equally relevant resilience quantification is feasible. This
latter statement fits nicely in the approach of the present work which claims that
resilience quantification and improvement should occur in a context aware way,
which in particular includes the objectives of the resilience quantification, as well as
to be well aware of the system definition and boundaries, see Fig. 2.1.

2.9 Summary and Conclusions

The present work addresses the strong need for a generic and tailorable resilience
framework and process that covers resilience management and improvement, in
particular resilience quantification, development and implementation. This has been
attacked by identifying general requirements of such an approach and process
requirements, by defining nine process steps (see Fig. 2.1) and most importantly by
proposing a wide range of methods and method classes (see Table 2.2) that allow to
implement the process and its process steps.

A further main focus of the present work was the definition and quantification of
resilience levels (see Table 2.1). Inter alia, they are used

(i) to assess the criticality of combinations of system performance functions and
potential (several) disruptions
(i1) to determine the level of rigor of the resilience quantification effort, e.g., for
determining the necessary reliability of system resilience functions in the
response and recovery phases,
(iii) to determine the effort necessary for development and implementation of such
system resilience functions.

By introducing a rich ontology of methods and method classes consisting of 30
categories, mainly covering resilience quantification, it is shown which methods are
deemed most relevant for which phase of the resilience management and quantifica-
tion process phases as well as resilience level (see Table 2.3). This supports to select
the most relevant methods and their combinations for each step when assessing and
implementing system resilience functions.
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The focus of methods, techniques and measures for resilience generation is on
resilience assessment and quantification based on appropriate system understand-
ing, modelling and simulation, since resilience development and improvement can
resort to existing standards of reliable and dependable system development, as soon
as the resilience functions are well defined.

The resilience assessment and improvement process is expected to be reproduc-
ible, certifiable and auditable. In particular, it is shown how it links and extends
classical risk management, functional safety as well as emerging business continu-
ity approaches.

The resilience management framework is demonstrated by three different case
studies, where exemplary system functions deemed relevant for sufficient system
resilience have been identified and the used resilience quantification methods and in
some cases also the resilience improvement and generation methods have been
identified (see Table 2.4). It was shown that the process and methods cover current
sample resilience quantification and improvement efforts.

Major advantages of the proposed resilience framework and management pro-
cess have been discussed, including but not limited to (i) the strong take up of the
system context, (ii) the explicit requirement to understand the system and its main
(critical) functions and services, (iii) to cover known threats and hazards as well as
potential disruptions, (iv) to ask for a complete pre-screening and semi-quantitative
identification of critical combinations of system functions and disruptions, (v) the
verbose and quantitative definition of resilience system functions, (vi) the resilience
level driven selection of resilience quantifications approaches, (vii) the explicit
resilience evaluation (decision making) step, (viii) the explicit resilience improve-
ment measure selection step, and (ix) the compact resilience improvement and
development step that strongly resorts to standard system (domain-specific)
approaches.

With the chosen sample cases as well within the overall presentation of the
method it becomes obvious that the presented resilience framework, technical resil-
ience quantification and generation process (in summary generic resilience manage-
ment process) in particular covers cyber-physical socio-technical systems, non-linear
system behavior, snowball and cascading effects. Furthermore, the approach covers
physical security, societal security, technical safety, cyber and IT safety, as in par-
ticular relevant for internet of things (IoT) developments as assessed relevant for
system resilience, respectively.

It is expected that the presented approach is suitable as a starting point for a
technical science driven resilience management and improvement. The approach
embraces resilience management standardization that takes up inter and intra-
disciplinary needs of a wide range of technical and social science domains, in par-
ticular the science, technology, engineering and mathematics (STEM) disciplines as
well as social sciences, psychology, ecology and economy sciences (e.g. banking
and insurance), ethics and political sciences.
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2.10 Outlook and Research Needs

The following main future research needs have been identified:

e Refinement of definitions and terminology introduced and their relation to exist-
ing frameworks and terms

* Refinement of identified generic and process specific requirements

* Refinement of process step requirements, in particular input and output of each
step and more detailed proposal of methods

e Improvement of the completeness and orthogonality of the methods ontology,
possibly introduction of hierarchies, e.g. explicit distinction between method
classes and methods

e Refinement of the introduced quantitative resilience levels, in particular their
role within further resilience management phases, i.e. beyond the resilience man-
agement phases 5, 6 and 9

e The suitability of methods within the resilience management process could also
take into account the rigor and depth with which the methods are used

e Adaption, tailoring, amendment and extension of existing methods for the pro-
posed resilience management and engineering approach

e Development of novel methods for supporting the proposed process, in particular
in the modelling, simulation and resilience assessment of coupled network
systems

e Application of the proposed resilience management and engineering process ex
post and ex ante to existing and future systems, respectively

e Sharpening the added and orthogonal value when compared with classical (lived,
implemented) risk management

e Identification and generation of further engineering/technical science driven
resilience quantities that support the proposed resilience management and engi-
neering process

e Complete case studies that apply the proposed resilience management, quantifi-
cation and implementation process

e Studies on the relation of the proposed approach to existing and emerging
standards

* Development of specific methods that are capable

— to deal with unknown (unknown) disruptions,

— anomalies of systems,

— emergent system behavior,

— uncertainties in all varieties,

— sensitivity of resilience quantities and

— capabilities that suffice for fast (near) real-time resilience prediction.
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Chapter 3
Redesigning Resilient Infrastructure Research

Thomas P. Seager, Susan Spierre Clark, Daniel A. Eisenberg,
John E. Thomas, Margaret M. Hinrichs, Ryan Kofron,

Camilla Ngrgaard Jensen, Lauren R. McBurnett, Marcus Snell,
and David L. Alderson

Abstract Despite federal policy directives to strengthen the resilience of critical
infrastructure systems to extreme weather and other adverse events, several knowl-
edge and governance barriers currently frustrate progress towards policy goals,
namely: (1) a lack of awareness of what constitutes resilience in diverse infrastruc-
ture applications, (2) a lack of judgement about how to create resilience, (3) a lack
of incentives that motivate resilience creation, and (4) obstacles that prevent action
or reform, even where incentives exist, within existing governance systems. In this
chapter, we describe each of these barriers in greater detail and provide a catalog of
theories for overcoming them. Regarding awareness, we contrast four different
characterizations of resilience as rebound, robustness, graceful extensibility, and
sustained adaptability. We apply Integral Theory to demonstrate the necessity of
integrating multiple investigative perspectives. Further, we illustrate the importance
of recognizing resilience as a set of processes, in addition to resources and out-
comes, and the difficulty of measuring quality and quality of resilience actions.
Regarding judgement, we position infrastructure as the principal mechanism by
which human rights are realized as human capabilities, and propose applying theo-
ries of human development such as Maslow’s hierarchy of needs to identify the
most critical infrastructure in terms of the services they provide to end users.
Regarding a lack of incentives, we examine the modes and tools of financial analy-
sis by which investments in resilience infrastructure may be prioritized and find two
failings: the difficulty of estimating the monetary value of optionality, and the prob-
lem of exponential discounting of future cash flows. Regarding obstacles to action,
we describe a hierarchy of adaptive actions applicable to physical infrastructure and
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the essential dimensions of organizational maturity that determine how these adap-
tive actions might be initiated. Additionally, we discuss the difficulty of education
and training for resilient infrastructure systems and propose simulation gaming as
an integrative research and education approach for capturing lessons learned from
historical catastrophes, play-testing scenarios, sharing knowledge, and training a
workforce prepared for the challenges of the post-industrial infrastructure age.
Finally, we suggest establishing a National Network for Resilient Infrastructure
Simulation to coordinate research and practice focused on interactive case studies in
resilient infrastructure systems.

Keywords Critical infrastructure * Adaptive governance * Resilience engineering ®
Resilience processes ¢ Socio-technical systems integration * Resilience economics
* Organizational resilience * Human resilience development ¢ Integral theory e
Resilient infrastructure education

3.1 Introduction

Policy objectives sometimes outpace the science and governance mechanisms nec-
essary to achieve them (Seager et al. 2017). In examining why, Flynn (2016) iden-
tifies four primary knowledge impediments to infrastructure resilience, which we
organize here according to a model of moral capacities established by Hannah
etal. (2011):

* Awareness: We remain unaware of how poorly we are prepared.

* Judgement: We lack the capacity to formulate preferential alternatives.

* Motivation: We lack the incentives necessary to motivate resilience.

* Action: Existing governance frameworks face barriers to action that could create
resilience.

In this chapter, we propose an integrated research agenda for creating the knowl-
edge necessary to overcome these four barriers, and propose simulation games as an
effective pedagogical strategy for Flynn’s fifth impediment: education and training
of the workforce that must apply the resilience knowledge in action.

3.2 Awareness: Recognizing Resilience

The rapid growth of the term “resilience” in a diverse set of academic and popular
writings has been “astonishing” (Sage and Zebrowski 2016, See Fig. 3.1). Perhaps to
the dismay of scholars who seek greater specificity in definition of the term, resil-
ience has become a ‘“hyper-popular” buzzword (Woods 2015). Nevertheless,
Alexander (2013) traces the etymological origins and finds that usage in fields such
as law, mechanics, social science, business, and the natural sciences dates back at
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Fig. 3.1 Use of the word “resilience” in English-language books has grown exponentially since
Holling (1973) popularized the term in the natural sciences (Google Ngram 2017a)
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Fig. 3.2 The etymological evolution of resilience can be traced back at least several centuries.
Approximate disciplinary boundaries have been added to a diagram reproduced from Alexander
(2013, licensed via CC-BY). The dashed line indicates the potential emergence of new discipline

least two centuries (Fig. 3.2). The legacy of this twisting evolution is a confusing and
disjointed landscape of scholarship that has failed to result in a generalizable theory.

In infrastructure applications, resilience is often conflated with risk, although
some scholars have taken pains to attempt to draw distinctions (e.g., Park et al. 2013;
Linkov et al. 2014). Given the explosion of recent interest, it must be recognized that
multiple conceptions or perspectives have been brought to bear. For example, Seager
(2008) identifies four different understandings of adaptation for sustainability, all of
them extant in recent literature and policy documents, that roughly correspond to the
four understandings of resilience more recently described by Woods (2015):
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1. Rebound describes resilience as the capacity to restore conditions that have
been damaged or impaired by adverse events. In this view, resilience differs from
risk analysis in the sense that risk incorporates the probability and severity of
hazard, whereas resilience describes the capacity to recover from the conse-
quences of hazard.

2. Robustness, meaning the capacity to absorb shocks or stressors without failing,
has become a trendy synonym for resilience in some communities of practice.
This view is most consistent with risk-based approaches, but may place greater
emphasis on redundancy and adaptive control, compared with hardening static
elements of a system.

3. Graceful extensibility recognizes surprise as an inevitable feature of complex
systems, and thus seeks to manage the modes and consequence of surprise to
avoid brittle (i.e., sudden) and catastrophic failures. Graceful extensibility
describes an approach to operations that works around obstacles, or implements
ad hoc kluges that preserve functions and provide warnings, even when operat-
ing outside normal specifications.

4. Sustained adaptability recognizes that none of the previous three approaches to
resilience alone will be successful over the long term, despite past records of
success. Even graceful extensibility will be challenged by changing circum-
stances that build or erode adaptive capacity, and invalidate previous assump-
tions. Eventually, resilience requires a willingness to undergo system
transformation and confront the trade-offs that are inherent when one system
subcomponent must be sacrificed to maintain others.

It is the failure to recognize the necessity of a pluralistic understanding of resil-
ience that limits the perspective of many scholars working in resilience research,
across all fields. At minimum, resilient outcomes must be understood to require both
things (resources) and actions (processes, Seager et al. 2007). This tunnel vision
may be an artifact of sweeping changes in the scholarship of risk that write about and
treat risk almost exclusively as a noun. Prior to the mid-1960s, use of the word “risk”
in English language books was fairly stable in both noun and verb forms (Fig. 3.3).
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Fig 3.3 The concept of ‘risk’ has changed since the early 1970s to emphasize the noun form,
rather than the verb. Without analogous verb forms for resilience, researchers may neglect to
understand resilience actions, and focus instead exclusively on resources (Google Ngram 2017b)
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However, the 1970s marked an exponential increase in the treatment of risk in
exclusively as a noun. During this period, scholars emphasized framing risk as
something that could be determined objectively and mathematically, and thought
about “rationally” (Hamilton et al. 2007). However, unlike “risk” there is no dual
usage of “resilience” in both noun and verb forms. Thus, coming to an understand-
ing of resilience as a set of things a system does rather than as something a system
has would run counter to the trend toward objectification already represented in risk
research.

3.2.1 Conceptualizations of Resilience as Action Verbs

Rooting resilience in action helps distinguish resilience from robustness. Because
quantifying the quality or capacity for adaptive action is harder than measuring
resources (e.g., backup generators), and outcomes (e.g., restoration of electric
power), resilience actions are easy to overlook. Nevertheless, processes are the
mechanisms by which resources are deployed to result in outcomes. From this per-
spective, infrastructure resilience is neither found in portable, decentralized electric
power generation, nor in robust, centralized and efficient grid-based electric power,
but in the capacity to switch between the two.

In thinking of resilience action, there are at least four verbs necessary for every
complex system to be resilient — sensing, anticipating, adapting, and learning or
SAAL (Park et al. 2013). Sensing is the ability to recognize and incorporate new and
changing stressors on a system into our understanding. Anticipating is used to fore-
see possible threats given our sense and understanding of new stressors. Adapting
reflects the actions taken and changes made in response to what has been sensed and
anticipated. Learning is the capacity to create, share, and apply new knowledge.
These actions can happen simultaneously, but they must all be alert to enhance
adaptive capacity. This continued alertness prevents stagnation and complacency,
and promotes thinking that goes beyond risk analysis (Hollnagel 2014; Hollnagel
et al. 2007; Madni and Jackson 2009).

The compartmentalization of science into disciplines and sub-disciplines frus-
trates infrastructure resilience research. While PPD-21 explicitly calls for a
“holistic” approach, and it is widely recognized that resilience is a systems con-
cept requiring integrative approaches to creation and organization of knowledge,
academic traditions and bureaucratic incentive structures work against this goal.
The failure of scholars of one subdiscipline to recognize the necessity, potential
contributions, and opportunity to learn from others presents an obstacle to real-
ization of a holistic research agenda that must accommodate multiple perspec-
tives, systems, definitions, dimensions, and methods (Esbjorn-hargens and
Zimmerman 2009).
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3.2.2 Application of Integral Theory for Organizing
Holistic Awareness

One way to generate greater awareness of resilience knowledge is through applica-
tion of Integral Theory, which presents a holistic framework for organizing and
comparing different epistemologies (i.e., ways of knowing) representing how
knowledge perspectives are conceptualized and presented. Integral Theory provides
a logical structure for integrating resilience knowledge from multiple disciplines.
Wilber (2001) notes that the vast majority of human languages have some form of
first-, second-, and third-person view or perspective of the world. These perspec-
tives are present in linguistic structures, which are used to formulate, communicate,
and interpret meaning, knowledge, and experience. The perspectives identified by
Integral Theory — represented in the English language by the pronouns I, we, and
it — each enable a unique domain of investigation (Esbjorn-hargens 2010).
Considering how a third person perspective may be either singular (“it”) or plural
(“its”), Integral Theory suggests there are at least four irreducible perspectives: (1)
the subjective “I” encompassing experience, (2) the intersubjective “we” encom-
passing culture, (3) the objective “it” encompassing behavior, and (4) the interob-
jective “its” that captures the interaction of singular subcomponents as a system
(Fig. 3.4). Where resilience awareness favors one domain over another, scholars are
at risk of offering partial solutions. An Integral Theory approach aims to include as
many knowledge domains and perspectives as possible to enable more holistic and
comprehensive solutions.

The perspectives illustrated in Fig. 3.4 may be viewed as four distinct but inter-
related epistemological orientations that offer structure for organizing awareness.
The left-hand quadrants are the interior subjective domains, and the right hand
quadrants are the exterior, objective domains. The upper two quadrants are the sin-
gular perspectives and the lower two are the group or collective perspectives. Thus
each quadrant contributes a unique orientation, described as follows:

e Experience. The upper left quadrant of the Integral map corresponds to the indi-
vidual interior, which is a first-person “I” perspective of experience. The indi-
vidual interior is subjective in nature and includes factors like personal values
and beliefs that underpin a person’s experience of their environment. Example
epistemologies in this quadrant include cognitive, affective, moral, and psycho-
logical development, capacities, and dispositions of an individual person.
Resilience research corresponding to the experience quadrant is found in psy-
chology (Bonanno 2004; Noltemeyer and Bush 2013) and psychiatry (Connor
2006), and is concerned with the adaptive and maladaptive response of individu-
als to stress.

e Culture. The lower left quadrant corresponds to the collective (i.e., social) inte-
rior, which is a second-person “we” perspective of culture. The collective interior
is intersubjective in nature and includes factors like ethics, shared values, collec-
tive meaning-making, and worldviews of a collective or group of people repre-
senting a social experience. Example epistemologies include factors such as

fmarina@fb.bg.ac.rs



3 Redesigning Resilient Infrastructure Research 87

Interior Exterior
Subjective, “I” Objective, “IT”

5 ®
S
.o
e
£

Experience | Behavior 3 person

15t person singular

- 27d person 3 person
> Culture | Systems Phugel
g
(8]
- 34 '
:c; b/ »* o .
= o » o
s MDD N
o Inter-subjective, “WE” Inter-objective, “ITS”

Fig. 3.4 Integral Map. Each quadrant corresponds to human perspectives representing different
ways of knowing: (1) experience refers to the individual interior, which is a 1st person, subjective
perspective characterized by the pronoun “I”” and includes the cognitive, affective, and instinctive
dimensions; (2) behavior refers to the individual exterior, which is a 3rd person (singular) objec-
tive perspective represented by the pronoun “IT” and includes the individual characteristics or
actions of a person, object, or an artifact; (3) culture refers to the collective interior, which is a 2nd
person intersubjective perspective represented by the pronoun “WE” and includes factors like
shared values, ethics, and worldviews corresponding to groups, organizations, and other affilia-
tions; (4) systems refers to the collective exterior, which is a 3rd person (plural) inter-objective
perspective characterized by the pronoun “ITS” and includes complex interdependent social, envi-
ronmental, and technological systems and the relationships among them (Adapted from Esbjorn-
hargens 2010; Wilber 2001)

social cohesion, community efficacy, and the ability of a group to cope with
adversity. Resilience research corresponding to the culture quadrant is found in
the sociology and community resilience literature (Zautra et al. 2008; Norris
et al. 2008; Berkes and Ross 2012).

e Behavior. The upper right quadrant corresponds to an individual exterior third-
person “it” perspective representing behavioral phenomena and interactions in
the physical environment. The individual exterior is objective in nature and con-
siders factors like the characteristics and measures of a person or physical objects
in addition to their actions and behaviors. This view incorporates both human

fmarina@fb.bg.ac.rs



88 T.P. Seager et al.

and natural or physical subjects, but it examines only the exterior, observable
phenomena of these. In this view, the behavior of the control room operator is
examined from the same, atomistic perspective that searches for the natural laws
of behavior which govern movement of electrons through generators. Example
epistemologies include physical and biological properties of an individual or the
performance characteristics of a singular piece of technical equipment like a
turbine engine or water pump. Resilience research corresponding to the behavior
quadrant includes neuroscience (Achard 2006) and behavioral psychology
(Masten 2014) — as well as traditional disciplinary work in physical science and
engineering which concerns itself with reliability and robustness of infrastruc-
ture components like transformers, pipes, turbine blades, and other system
subcomponents.

e Systems. The lower right quadrant of the Integral map corresponds to the collec-
tive exterior (plural) third-person “its” perspective representing social, environ-
mental, or technical systems. The boundary between the “it” and “its” perspectives
depends upon the scale of analysis, and whether (for example) a pump is under-
stood as a whole, without knowledge of the interior workings and interactions of
the subcomponents (the “it” perspective), or as an interconnected system of parts
(i.e., “its”). For our purposes, a system examined from the lower right “its” per-
spective must meet the following requirements: (1) have a boundary, (2) contain
interconnected subcomponents, and (3) have a purpose. This final requirement is
particular to engineering systems, which are the artifacts of design. Once the
scale, boundary, subcomponents, and purpose are established, the collective
exterior is interobjective in nature, which means systems are characterized by the
empirical relationships between and among people, objects, and other systems.
Recent examples of the systems perspective in resilient infrastructure research
include examinations of fuel and transportation (Spierre Clark and Chester 2016)
and network-based analyses of interdependent infrastructure systems (Chen
et al. 2014; Zhang et al. 2015) and myriad other examples including research
examining the system of generation, transmission, distribution and consumption
of electric power, and interaction of electric power systems with water or agricul-
tural systems.

Taken together, these quadrants clarify the epistemological perspectives that might
be missing from certain knowledge claims and thus, application of Integral Theory
allows more complete awareness of the knowledge necessary to understand and pur-
sue holistic approaches to infrastructure resilience research that broaden awareness.

3.3 Judgement: Resilience Preferences

The second knowledge barrier to resilience relates to judgement, or the capacity to
formulate decision alternatives and rank-order them from most to least preferable.
That is, even if we knew what resilience was in all its different noun and verb forms
and we obtained awareness of all four of its irreducible perspectives, we still would
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not know which processes are most worthy of scarce resources, and the outcomes
that are most important to achieve. The inevitability of failure in complex systems
requires a recognition that not all system functions or components can be protected,
and yet there is no agreement across sectors and networks on what to prioritize.
Without prioritization, subsystems naturally prioritize their own interests — even in
cases where pursuit of subcomponent interests causes collapse of the whole
(Sadowski et al. 2015).

3.3.1 Continuity of Operations, Mission Assurance,
Critical Infrastructure

Within the U.S. Government, agencies within the Executive Branch have adopted dif-
ferent guidance documents intended to inform resilience judgement. These include:

e Continuity of Operations (COOP). The White House National Security
Council (NSC) defines continuity of operations as “an effort within individual
executive departments and agencies to ensure that Primary Mission Essential
Functions (PMEFs) continue to be performed during a wide range of emergen-
cies, including localized acts of nature, accidents and technological or attack-
related emergencies” (HSC 2007). PMEFs are “Those department and agency
Mission Essential Functions... which must be performed in order to support the
performance of [eight National Essential Functions, including the continued
function of our form of government under the Constitution] before, during, and
in the aftermath of an emergency.” A National Continuity Policy Implementation
Plan (NCIP) defines the eight NEFs, the corresponding PMEFs, along with spe-
cific requirements for timely recovery of PMEFs after an event (NSC 2007).

e Mission Assurance (MA). Within the Department of Defense (DoD), the notion
of a mission is important for focusing attention and prioritization of infrastruc-
ture. Directive 3020.40 defines mission assurance as, “A process to protect or
ensure the continued function and resilience of capabilities and assets, including
personnel, equipment, facilities, networks, information and information systems,
infrastructure, and supply chains, critical to the execution of DoD mission-
essential functions in any operating environment or condition.” Thus, the concept
of mission assurance is used “as a process to protect or ensure the continued
function and resilience of capabilities and assets by refining, integrating, and
synchronizing the aspects of the DoD security, protection, and risk-management
programs that directly relate to mission execution” (DoD 2016).

e Critical Infrastructure. To provide guidance on those operations that should
take precedence over others, the Department of Homeland Security (DHS) has
identified 16 critical infrastructure (CI) sectors that are considered “so vital to the
United States that the incapacity or destruction of such systems and assets would
have a debilitating impact on security, national economic security, national pub-
lic health or safety, or any combination of those matters” (DHS 2013). To main-
tain the function of these sectors, the 2007 National Strategy for Homeland
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Security notes the importance of operational resilience as “an approach that cen-
ters on investments that make the system better able to absorb the impact of an
event without losing the capacity to function.” (HSC 2007), while Alderson et al.
(2015) present quantitative models for assessing and improving the operational
resilience of infrastructure systems using game-theoretic models that identify
worst-case disruptions to system operation.

The emphasis in these guidance documents reveals a view of resilience that
emphasizes robustness, and is most consistent with risk-based approaches to priori-
tize infrastructure assets within each government agency or sector based on the
likelihood of threats and infrastructure vulnerabilities, as well as the potential con-
sequences the nation would face if it were to fail (GAO 2013). This compartmental
approach has resulted in inconsistencies among risk assessment tools, areas assessed
for vulnerability, and the detail of information collected that has inhibited integra-
tion and coordination of prioritization efforts (Larkin et al. 2015; GAO 2014).
Moreover, the DHS approach to critical infrastructure suffers from a misplaced
emphasis on the physical condition of the infrastructure, rather than the services
provided. A more complete resilience approach would alternatively recognize mul-
tiple adaptive pathways to provide end-users with the function of the infrastructure,
as well as the capacity of any sectors to substitute for, reinforce, or pose a threat to
other sectors (e.g., Ganin et al. 2016).

3.3.2 A Capabilities Approach Emphasizes the Function
of Infrastructure

The view of infrastructure as a service begs the question, “What are the infrastruc-
ture services valued most in the United States?” To develop resilience judgement
requires examination of the foundational values that form the basis for civil society.
In the US, these are codified in the Declaration of Independence, the Constitution,
and specifically the Bill of Rights, among other documents, which describe the
inalienable human rights the US government is bound to protect. Such rights include
the freedom of speech, freedom to bear arms, the right to privacy, and the right to
peacefully assemble, among others. However, in a modern, interdependent world
protection of these rights is an empty, philosophical gesture without the affordances
that acknowledge these rights as capabilities. That is, formal rights require infra-
structure and other factors to facilitate the transformation of rights into effective
freedoms (Sen 1999a, b). For example, access to education does not happen without
affordable and adequate institutions of education. Health care cannot take place
without access to medicine and medical equipment. A capability for freedom of
speech cannot exist without the technological platforms that make exercise of these
fundamental human rights possible.!

'In Thomas Jefferson’s time, the printing press was a technology platform considered so essential
to freedom of speech that it was written directly into the 1st amendment. In today’s age, this right
might be expressed as freedom to tweet.
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Table 3.1 An abbreviated summary of Nussbaum’s (2003) list of central human capabilities

Human Capability Being able to...

Life Live to the end of a human life of normal length

Bodily health Have good health, nourishment and shelter

Bodily integrity Move freely from place to place, be secure against violent assault,

and choice in matters of reproduction

Senses, imagination, and Use the senses; being able to imagine, to think, and have adequate
thought education

Emotions Have attachments to things and persons outside ourselves

Practical reason Engage in critical reflection about the planning of one’s own life

Affiliation Live for and in relation to other human beings

Other species Live with concern for and in relation to animals, plants, and nature

Play Laugh, to play, to enjoy recreational activities

Control over one’s Participate effectively in political choices that govern one’s life;

political environment having the rights of political participation, free speech and
freedom of association

Control over one’s Hold property (both land and movable goods) and seek

material environment employment on an equal basis with others

The capabilities approach (CA) is the framework used by the United Nations
Development Program to understand the underlying basis of how rights become real-
ized. The CA is founded on the claim that the achievement of human well-being is of
primary moral importance and emphasizes that the freedom to achieve well-being is
understood in terms of capabilities, or real opportunities to be and do what people
value (Sen 1999a, b; Nussbaum and Sen 1992; Nussbaum 2000, 2006). The frame-
work emphasizes the role of conversion factors, including personal, social or environ-
mental characteristics, public policies and social norms, as well as available institutions
and infrastructure which enable rights and resources to become capabilities. Thus,
from a capabilities perspective the most critical infrastructure can be understood as
those which are vital for protecting or providing essential human capabilities.

Nussbaum (2003) provides a list of ten capabilities that she claims are important
because the activities and freedoms they enable are central to a life that is truly
human (Table 3.1).2 She defends these capabilities as being the moral entitlements
of every human being on earth. The list specifies the minimum entitlements a citizen
should be guaranteed by their governments and relevant international institutions.
Nussbaum formulates the list at a general, legislative level and advocates that the
translation to implementation and policies should be done at a local level, taking
into account local differences. However, within this set of capabilities, critics of the
CA argue that not all capabilities can be protected at all times. Thus, operational
guidance is required to create a hierarchy of capabilities for prioritizing infrastruc-
ture services under times of scarcity or stress.

2Other multidimensional lists and conceptions of human well-being have been generated and vary
according to the questions that each author seek to address and the context of operation; see Alkire
(2002) and Hall et al. (2010) for a discussion and comparison of different approaches.
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Fig. 3.5 Nussbaum’s central capabilities (leff) and supporting critical infrastructures (right)
mapped onto Maslow’s hierarchy of needs (center)

3.3.3 Development Hierarchies for Prioritizing Infrastructure

One approach to accomplish prioritization is to employ a hierarchical theory of
human development such as Maslow’s hierarchy of needs (Maslow 1943). The
model is illustrated as a pyramid with the most urgent survival and safety needs at
the base, followed by less urgent needs including belonging, esteem, and ultimately
self-actualization (Fig. 3.5).> Maslow explains that there are preconditions for the
basic needs in his model that include things like freedom to express one’s self, free-
dom to seek information, and freedom to act without harm, as well as justice, order
in the community, and fairness, which are not considered ends in themselves but
important for achieving basic satisfactions. According to Maslow, the higher needs
on the pyramid require more preconditions, or better external conditions, for
achievement whereas the lower needs are more tangible, localized, and limited.
Moreover, Maslow claims that relative to superficial and conscious desires that are
impacted by one’s culture, the basic needs represented in his theory of motivation
are more universal and common among all humans.*

3Maslow acknowledges that his hierarchy suggests a degree of fixity, even though some people
will be motivated by needs in a different order. He discusses how the hierarchy does not usually
occur in a step-wise fashion as the pyramid implies. A more realistic description of the hierarchy
is decreasing percentages of satisfaction as one moves up the pyramid.

“Maslow’s hierarchy has resonated across many disciplines, from psychology, to education, busi-
ness, engineering, and technology because it organizes a very complex topic into a cognitively
appealing and intuitive model. Its popularity stems from the model’s relative simplicity and hier-
archical nature which allows for more practical application, yet these characteristics are also heav-
ily criticized. Alkire (2002) argue that dimensions of human development should be nonhierarchical
because what seems most important to an individual will change over time, depending on the situ-
ation and context. Others contend that people are capable of higher order needs such as love and
belonging, even if their basic psychological needs are unmet.
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Figure 3.5 demonstrates how Maslow’s hierarchy provides a framework from
which we can begin to prioritize infrastructure, according to the role that infra-
structure systems play in enabling or supporting basic human needs. Categorizing
the human capabilities identified by Nussbaum into a tier on Maslow’s hierarchy is
useful for teasing out particular infrastructure sectors that are important for each.
For example, our most urgent physiological needs are closely related to the capa-
bility of being able to live a life of normal length and having good health, nourish-
ment and shelter. The corresponding critical infrastructure systems would be
things like emergency services, public health, water and wastewater, as well as
food and agriculture. The next level of safety needs relates to the capabilities of
bodily integrity and control over one’s material environment. These capabilities
are described as being able to move freely from place to place, be secure against
violent assault, and choice in matters of reproduction as well as the ability to hold
property (both land and movable goods) and seek employment on an equal basis
with others. Infrastructure that supports these values are transportation systems,
public safety (e.g., police and fire protection), national defense, financial services,
information technology, and other government facilities. Further up Maslow’s
pyramid, we find the sense of belonging that can be enabled by communication
technologies, schools and community structures, as well as other social clubs and
institutions that relate directly to Nussbaum’s idea of affiliation. Next to last is
‘esteem’ or confidence, which is enabled through education, participating in politi-
cal choices, as well as freedom of speech. Finally, Maslow lists at the apex of his
pyramid certain qualities of “self-actualization” like creativity and a capacity for
moral judgement — activities that are related to Nussbaum’s identification of “play”
as a fundamental human capability (Selinger et al. 2015, 2016; Sadowski et al.
2013, 2015; Clark et al. 2015).

Maslow’s implication is that human development needs at the base of the pyra-
mid must be met before those at higher levels can be realized. Thus, Maslow pro-
vides a system by which infrastructure systems that realize services related to
physiological needs and safety must be met before those that realize a sense of
belonging or self-actualization. Nonetheless, not every tractor or farm must be pri-
oritized during a disaster. In fact, a resilient food system would not be dependent on
any one particular food source or facility to maintain access to nutritious food. For
water, even if the pipelines or water treatments fail to deliver clean water, having the
ability to boil water or truck in water from other locations would still satisfy basic
needs. The latter example illustrates the ability to sacrifice part of the system but
still maintain the supply of basic services to people in need. It also shows how the
interdependent nature of critical infrastructure could be an asset for alleviating fail-
ures or disruptions in other areas, which supports the need to move away from the
current sectoral approach and toward a more holistic and systems approach to criti-
cal infrastructure resilience.
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3.4 Motivation: Incentivizing Resilience

The third barrier is a lack of incentives which motivate those resilience actions identi-
fied by resilience judgement. Obstacles to motivation include the perception of high
costs, entrenched self-protective interests, a lack of urgency, a lack of investment
capital, and problems of moral hazard and moral luck (Nagel 1993).> Whatever the
reason, all too often disincentives to resilience outnumber or outweigh motivations.

Infrastructure typically requires large, upfront capital investments which create
long-lasting benefits and maintenance requirements and infrastructure finance takes
many forms, including property, income, special sales taxes, or user fees such as tolls
and metered rates. Given the complicated finance and ownership structures, it is no
wonder that incentive structures for building resilience may be difficult to decode.

Current practices in the United States are to discount the future value of benefits
and liabilities using an exponential discount factor that corresponds to the inverse of
compound interest. The result is that future events appear inconsequential from a
present value perspective. Hyperbolic discounting provides a better description of
real human and animal behavior, and places greater value on future events.

3.4.1 The Myopia of Finance

In many cases, such as regulated utilities, investment incentives are legislatively
reduced to financial measures or constraints that mandate actions with certain pecu-
niary consequences. Thus, the financial models that estimate infrastructure costs
and return on investment have regulatory compliance status in ways that constrain
or mandate action. In these cases, where finance is the principal driving incentive
structure, resilience presents a special type of problem. Figure 3.6 represents a
hypothetical frequency plot showing the likelihood of disaster compared to its
severity. The graph assumes the most serious conditions exist at the far right, and
occur most infrequently. By contrast, normal operating environments are found at
the left, and occur most frequently. This is the typical type of frequency diagram
that is associated with storm hydrographs, where more severe storms are expected
with longer return periods (such as the 100-year flood).

>Moral hazard refers to the externalization of risks to third parties, even in the absence of the intent
to cause harm (Pauly 1968). Where the benefits of risk taking accrue to those making the decision
to take risks, but the downsides accrue to others, the distortion causes decision-makers with “skin
in the game” (Taleb 2012) to place irresponsible bets with poor expected social outcomes. The
complementary concept is moral luck (Nagel 1993), which refers to the tendency to judge the
moral worthiness of actions by their outcome, rather than intent. Because in complex systems,
outcomes will never perfectly align with intentions, judging exclusively on the basis of outcome
leaves open the possibility that some poor, or irresponsible decisions may nevertheless be judged
morally worthy simply out of good fortune. A more complete description of the relationship
between these two fascinating philosophical concepts and resilience must be left for some future
publication.
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Fig. 3.6 Less frequent events may have more severe consequences. In these case, response
demands optionality. However, financial models of option value are insufficient to incorporate the
value of future optionality in present value terms

Financial justification for investments at the left edge of the frequency plot are
typically predicated on the expectation of improved economic efficiency, as mea-
sured by payback period (for example). Because these operating conditions are nor-
mal, there are readily available datasets that describe this shape of the frequency
diagram, and investment expectations can be computed reliably. Less frequent
events are found in the middle of the diagram. They occur with enough frequency
(in the historical record) to estimate a probability of occurrence. In this region,
financial justification is based upon risk-adjusted, or probability-weighted utilities.
Although exact returns to capital investment are contingent on uncertain future
events, a probabilistic cost-benefit optimization is calculable, and over a large
enough portfolio of projects, good and bad luck can be expected to even out.

The difficulties in financial modeling occur at the right-most edge of the fre-
quency diagram, where events are so rare that there is no historical record.
Consequently, probability estimates require an unreliable extrapolation from
observed data. In fact, events are so infrequent that improbable in theory may be
treated as impossible in practice — partly because such events have never been expe-
rienced before. For example, earthquakes that register above 8.0 on the moment
magnitude or Richter scales are extremely rare. There are fewer than half a dozen
earthquakes in the global historical record that register above a 9.0, and none that
registered above 9.5. Therefore, it may seem impossible to designers or planners to
anticipate an earthquake that registers 10.0 (which would be at least 5 times more
powerful than the strongest quake ever recorded). The probability of this event can

fmarina@fb.bg.ac.rs



96 T.P. Seager et al.

only be calculated by extrapolating from existing records, and estimates would
likely be so low that risk-adjusted utilities do not justify the necessary capital invest-
ments require to withstand such a shock. As a result, buildings built to standards that
are considered safe in a lesser quake may collapse. The resulting damage would
likely be made even more serious by the false sense of security implied by the fact
that such powerful quakes are unprecedented.

3.4.2 Limitations of the Exponential Discounting Approach
to Modeling Incentives

Risk-based, cost-benefit approaches fail to offer protection to rare and serious
events. At this end of the curve in Fig. 3.6, adaptive response to mitigate negative
consequences and speed recovery from failure is the only cost-effective response.
The capacity to recover from such extreme shocks despite temporary failure is typi-
cally called resilience, and it is this shift in thinking away from the fail-safe mental-
ity that differentiates resilience from risk (Park et al. 2013). The financial justification
for resilience might be found in option value, which preserves freedom to adapt.
While there is no doubt that optionality has economic value that can be represented
in financial models, there is no consensus on the proper way to do it. Even in finan-
cial markets, where contracts, dates, and prices are well known, options are notori-
ously criticized for being mispriced. The difficulties of pricing option value in
infrastructure must be orders of magnitude more serious than for financial contracts,
and thus are likely to be neglected altogether.

Even where future liabilities can be well described, there remain difficulties of
assessing intertemporal trade-offs. Because so much infrastructure is long-lived, deci-
sions made during design and early stages of operation can have consequences lasting
for decades, if not a century. Given the long lifetimes of typical civil engineering
systems, determining costs is an uncertain proposition that involves calculated fore-
casts of their replacement and maintenance needs. It requires amortization of initial
capital outlays, setting aside money for future expenditures, and managing emergen-
cies and unforeseen events. Financial models must compare alternatives with differ-
ent future cash flow consequences, such as sizing of constructed components and
maintenance or replacements schedules. For example, where the expense of replace-
ment exceeds the expected future expense of repair or replacement (when discounted
to present value), the financially rational argument is to defer replacement.

In California confusion over infrastructure financing has been especially prob-
lematic. In 1996, Proposition 218 modified the state constitution to require that
voters approve utility rate increases. A series of court challenges over the next 20
years have failed to clarify the implications of the law for infrastructure resilience
(Stranger 2013). For example, a 2015 ruling effectively makes it illegal for utilities
to charge more for water than “... the actual costs of providing water” (Munoz
2015). Because the cost of water provision must include expected depreciation and
replacement, financial models must take into account issues such as infrastructure
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ageing and the discounting of repairs and maintenance to present value to estimate
the actual fiscal burden of maintaining infrastructure. However, traditional invest-
ment forecasting techniques used by analysts and decision makers are flawed by
misconceptions in infrastructure economics. For years, economists have used an
exponential discounting methodology as a basis for modeling time preferences
functions (Ayres and Axtell 1996).

The exponential discounting approach is justified by the opportunity costs of
foregone investment interest. That is, the future value of any cash transaction may be
expressed as the present worth equivalent that would grow to the future cash amount
via compound interest. Growth of an investment account under continuously com-
pounded interest is an exponential of the form e” where r represents the rate of inter-
est and 7 represents time. Typically, discount rates are based on investment returns
(i.e., rates of interest) considered risk free, such as US Treasury bonds. Nonetheless,
large infrastructure investments, such as dams, bridges, highways or even power
plants, often outlast the currency systems and debt structures that finance them.
Consequently, “risk free” is more a point of comparison more than it is an absolute
guarantee of financial security. The exponential approach is problematic in the long
term, in that it rapidly compounds present values to massive future expectations, or
(conversely) diminishes future events to the point of insignificance in the present.

The exponential discount model is “time insensitive” in that it is typically applied
with a constant discount rate assumed to be applicable over the entire discounting
period. Under truly “risk free” conditions, a time insensitive model might be justifi-
able. However, resilience cautions against the illusion that any prospect can be
made free of risk. Without such an assumption, the rational approach in finance
might be to apply higher discount rates longer-term time horizons — exactly as evi-
denced by market rates in bond yields, which typically apply higher rate expecta-
tions to bonds with longer-term maturities. (The opposite, where short-term rates
are higher than long-term is called an inverted yield curve).

3.4.3 Strengths of the Hyperbolic Discounting Curve
Jor Infrastructure Investment

However, real human decision making does not conform to the expectations of the
normal, positive yield curve. In dozens of human and animal studies, real behavior
conforms to a view of the long-term future that is more patient than exponential
expectations predict (e.g., Hayden 2016; Winkler 2006). Empirical evidence shows
that a hyperbolic discount function (Fig. 3.7, below) describes and predicts choices
better than the exponential curve.

Compared to exponential discounting, the hyperbolic curve discounts near-term
events more, and extremely long-term events less. In this way, the hyperbolic view
is presbyopic (i.e, far-sighted) compared to the myopic, exponential alternative. For
example, the hyperbolic view of time preferences explains procrastination, whereas
the time insensitive exponential model predicts that everyone would get up in the
morning at the same time for which they had set their alarms the night before.
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Fig. 3.7 Hyperbolic discounting values long-term consequences more than exponential, and thus
provides a rational for long-term infrastructure investments that is absent from existing financial
models

The implications of hyperbolic discounting for infrastructure investment may be
extraordinary, insofar as the calculation of present worth expectations of long-term
liabilities such as deferred maintenance may cause reallocation of resources away
from short term financial benefits in favor of long-term structural integrity. The time-
sensitive nature of hyperbolic discounting incentivizes a continuous reassessment of
priorities, and may avoid the trap of putting off expenditures until a future date. This
is especially important over the long term, as infrastructure ageing, replacement
needs, or even the risk of collapse of entire segments of the system, accelerates with
time. In fact, hyperbolic discounting is already the standard for assessment of infra-
structure projects under certain conditions in the European Union.

3.5 Action: Reorganizing for Resilience

The fourth barrier is the lack of organizational and governance structures that enable
adaptive action across infrastructures and services. Infrastructure in the United
States is owned, financed, operated, and reconstructed by a myriad of different pri-
vate and public organizations with overlapping jurisdictions. In some cases, these
jurisdictions ascribe to political boundaries such as city, county, or state lines — but
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in other cases infrastructure managed by pseudo-governmental authorities that tran-
scend these boundaries. As different infrastructure systems provide a diverse array
of services such as highway, air, and water transportation, electric power, communi-
cations, potable water and sewage, flood management, and others, the design, oper-
ation and adaptation of these systems are often incompatible with one another.
Likewise, policies and protocols for handling system shocks and tradeoffs among
infrastructure providers are inherently different. Consequently, the organizational
and governance structures that support resilience action are currently incompatible.
Even within a single critical infrastructure system, different operational goals, man-
agement structures, political or geographic boundaries, and governance systems
exist. These differences can prevent even the most aware, motivated, and incentiv-
ized organizations from enacting resilience.

In general, infrastructure governance refers to the combination of laws, proto-
cols, and norms that dictate decision-making activities taken for service provision.
Each policy on its own prescribes the roles, authority, expectations, and liability of
individuals and organizations within infrastructure systems. The combination of
these policies generates a “functional layering” (Gim et al. 2017) of individuals and
organizations into specific administrative structures for managing normal opera-
tions and crisis events. Although infrastructure governance is instituted through
individual policies, we focus attention on this functional layering among organiza-
tions that dictates coordinated actions to manage infrastructure crises.

3.5.1 Infrastructure Governance Through Horizontal
and Vertical Structures

Infrastructure governance in practice is characterized by the establishment of one of
two administrative structures: horizontal and vertical (Kapucu and Garayev 2014;
Kapucu et al. 2013). Horizontal structures focus on grouping agencies of similar
function together to into streamlined units, emphasizing related operations and
operational goals. Current practices in the National Infrastructure Protection Plan
(DHS 2013) emphasize this form of crisis response, grouping infrastructure manag-
ers within a single sector, defined by function (e.g., energy, transportation, water,
communications). The sectoral groupings form multi-agency groups that serve spe-
cific emergency support functions (ESF) within physical systems that bear technical
similarity, but may serve different geographic regions or market segments (DHS
2013). This administrative structure is often characterized by flexible response
activities that can change according to crisis needs.

In contrast, vertical administrative structures focus on having a standard opera-
tional command system for managing all incidents, epitomized by incident com-
mand systems (ICS) employed across the United States by first responder agencies
(Kapucu and Garayev 2014). ICSs function by designating a single incident com-
mander for overall management and decision-making of all infrastructure sectors,
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in any crisis event. This approach is an attempt to solve problems of coordination
across jurisdictional, agency, and technical boundaries, by including joint decision-
making processes by representatives from multiple infrastructure systems (Kapucu
and Garayev 2014).

Infrastructure systems are governed by a hybrid of these two administrative
structures depending on the scale and level of decision-making required. Individual
infrastructure installations (e.g., power plants, refineries, dams, airports, or data
server farms) follow a vertical, ICS structure, with on-site commanders and control
rooms organizing all failure response and recovery activities (Fox-Lent et al. 2015).
Larger, interconnected infrastructure systems (e.g., power grids, highways, pipe-
lines) follow a horizontal, ESF structure, where the provision of specialized services
have separate control rooms that coordinate in case of emergency. These separations
differ for different infrastructure systems depending on the manner in which ser-
vices are provided. For example, electric power transmission and distribution may
be provided by the same entity but managed by different control rooms due to geo-
graphic scale (long-range transmission vs. local distribution circuits) and the phys-
ics of electricity itself (single vs. three-phase models). Traffic and water distribution
within a single metropolitan area is often managed by multiple, distributed control
centers due to shifting jurisdictional boundaries across interconnected infrastruc-
tures. Within a single transportation system, multiple modes of transit like trains and
buses require different control centers due to operational differences, yet seek the
same overarching goal of mobility. Divides in infrastructure management also occur
depending on economic structures across jurisdictions. For example, power grids
link both vertically integrated utilities that own and operate their own generation,
transmission, and distribution infrastructure as well as horizontally integrated sys-
tems that own and operate these infrastructures with separate entities.

3.5.2 Governance Failures in Cascading Crisis Scenarios

While this complex web of governance frameworks may succeed in normal opera-
tions, large-scale crisis scenarios often reveal mismatches in decision-making
authority and expertise that exacerbate negative consequences. In crisis scenarios,
localized failures can cascade across multiple infrastructures, cities, states, and
countries as services become unavailable (Clark et al. 2017). Unforeseen cascading
failure events are further complicated when losses cross ownership, operational, and
regulatory boundaries, and crisis response requires the coordination of dissimilar
organizations that may have never previously worked together. Existing policies and
protocols for these interactions require local expertise within horizontal governance
systems to yield to bureaucratic, ICS-based processes for information-sharing and
decision-making across infrastructures and sectors. Where even electric power,
transportation, and water providers may have difficulty understanding the full range
of policies governing their own systems, misunderstandings are amplified across
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distinct services. Thus, joint decision-making provided by vertical systems may still
remain ineffective for crisis response by slowing the capacity of expert organiza-
tions to act. Similar to how failures cascade across built infrastructures, the inability
of individuals, organizations, and industries to cope with uncommon, inter-
organizational communication and coordination demands can both amplify damage
and slow recovery.

Electric power grids provide an important example in which maladaptive coordi-
nation activities can lead to cascading losses. Power grids are pervasive infrastruc-
ture systems that connect electricity generation to point of use across multiple cities,
regions, countries, and continents. Despite many power systems having standards
for their design, operation, and use, interconnected jurisdictions often have different
laws, protocols, and norms. These differences in policies lead to both a varied land-
scape of technologies and governance frameworks for operations and management.
Technological and social differences alike have historically exacerbated losses. For
example, the 2003 US Northeast blackout included a combination of infrastructure,
control system, and decision-making failures that led to cascading damages
(Pourbeik et al. 2006). And, the 2000-2001 rolling blackouts in California that
brought a premature end to Governor Gray Davis’ term were the result of failure to
understand the consequences of policy reforms that left the California power supply
and distribution system vulnerable to manipulation when hydropower availability
was curtailed by lower instream flows (Navvaro 2004).

Because other critical infrastructure systems are dependent on electricity and
vice versa, communication and decision-making failures in both cases are not iso-
lated to electric power utilities, or affected water and transportation systems
(Zimmerman and Restrepo 2006). Thus, miscommunication and lack of integrated
planning typically leads to slowed recovery of all infrastructure services. For exam-
ple, since 2003, post-mortem analysis of several major blackout events continue to
identify improved communication within and across governing organizations to
enhance blackout response (Adibi and Fink 2006; Andersson et al. 2005; Kirschen
and Bouffard 2009). Moreover, an increase in studies on interdependent infrastruc-
ture also indicate the potential for losses in water and transportation systems to
affect power grids (Clark et al. 2017).

3.5.3 Connecting Crisis Coordination and Infrastructure
Governance

In these unforeseen and cascading situations where resilience is most pertinent,
interacting and incompatible governance frameworks manifest as failures in coordi-
nation among disparate entities. Mismanaging crisis coordination exacerbates
losses and slows recovery by causing duplication of work, hindrance of first
responders, delays due to misunderstanding, and misallocation of resources (Petrenj
et al. 2012). A recent review by Petrenj et al. (2013) outlines 17 issues that affect
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infrastructure crisis coordination, eight of which are directly associated with the
organizational and governance structures of infrastructure providers, including:

e alack of incentives to share information, resulting in failures of information flows

e incompatibility of crisis management processes and procedures, resulting in fail-
ures of joint activities or planning

« differences in organizational structure

e unbalanced distribution of workloads

* role ambiguity

* mismatch between goals and interests

Both horizontal and vertical governance frameworks can be rendered impractical
by these issues. Successful crisis response by horizontal emergency support struc-
tures are more likely impaired by lack of information sharing, incompatibility of
processes, and mismatched goals. Vertical incident command systems are impaired
by differences in organizational structures, incomplete information flows, unbal-
anced workloads, and role ambiguity. Thus, even harmonized management and
knowledge systems across multiple infrastructures would not necessarily be suc-
cessful at solving infrastructure governance problems. As Flynn (2016) argues, there
simply are no governance frameworks that build resilience in critical infrastructure.

In lieu of a perfect approach, a first step toward more effective infrastructure
governance is modelling knowledge from multiple industries together to identify
mismatches in policies prior to inevitable infrastructure and coordination failures.
Figure 3.8 illustrates the current division of expertise among interacting critical
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Fig. 3.8 Segregation of knowledge among engineering experts and governance experts means that

technical experts may harbor misconceptions about governance, while crisis management experts
harbor misconceptions about the workings of technical systems
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services, including knowledge of relevant infrastructure governance frameworks.
Because knowledge sharing between these two specialized groups is expensive and
difficult, especially under the pressure of crisis. Knowledge held by power system
infrastructure providers (operators, managers, owners) is largely unknown by those
who provide crisis management support during system failures. Likewise, knowl-
edge of crisis support activities, needs, and operations are unknown by infrastructure
providers. Successful failure response requires coordination across these disparate
groups that synthesizes different types and sources of knowledge. Where existing
governance frameworks rely on rigid, bureaucratic processes, they may fail in
response to unforeseen events because mechanisms of knowledge sharing are inad-
equate for adaptive response. Instead, governance that supports collaborative, adap-
tive, creative, and innovative action across these groups must be developed to enable
resilient action. These likely begin by establishing improved methods for communi-
cation — suggesting that a common basis for modeling both systems might be an
effective approach for integration of knowledge and correction of misconceptions.

Similar divisions in expertise exist across all 16 critical infrastructure sectors.
Current practice establishes policies for public administration and power grid sys-
tems absent from each other — the physical limitations of electric power transmis-
sion are not considered in emergency response protocols, and crisis management
roles are not reflected in infrastructure design. For example, technical models of
electric power provision focus exclusively on the structure and function of the
infrastructure itself to understand the physical limitations of built systems and
potential failure modes. However, the complex physics of power generation and
transmission systems requires simplifications that highlight some features and mask
others. Choices made in technical modeling may have repercussions in the form of
governance decisions, such as investment in redundancy, or allocation of authority
among the emergency managers and power grid engineers required to coordinate
actions when natural disasters, terrorist attacks, or other threats overwhelm existing
infrastructures, automatic controls, and security. Because only large-scale failures
bring these experts together, there is scant empirical data demonstrating whether
coordinated blackout response policies will be adaptive or maladaptive. By contrast,
integrated models of both governance and power grid physics may enable study of
the interactions between them during crises. Linking knowledge across both forms
of expertise may reveal how physical infrastructure function relates to socially con-
structed institutions which establish the regulations, protocols, and norms to prepare
for and manage unforeseen events.

3.5.4 Four Fundamental Elements of Governance Models
Jfor Adaptive Capacity

Several modelling approaches exist which can support improved understanding
across layered governance frameworks in critical infrastructure systems. In interde-
pendent infrastructure models, governance frameworks and their respective policies
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are reduced to “logical dependencies” across individuals and organizations (Petit
et al. 2015; Rinaldi et al. 2001). Ouyang (2014) recently reviewed different model-
ing approaches for logical dependencies in interdependent critical infrastructure
systems and the potential ways in which they can inform resilient system design.
The most relevant modelling methods for developing critical infrastructure resil-
ience strategies are from operations research (agent-based, systems dynamics, and
network-based models) rather than those normally used by social scientists (empiri-
cal and economic models). Moreover, hybrid approaches that link agent-, systems
dynamics-, and network-based models together may be capable to address techno-
logical and governance strategies together (Ouyang 2014; Eisenberg et al. 2014).

While model choice influences the governance and coordination solutions
offered, agent-, systems dynamics-, and network-based models all offer four broad
solution types for overcoming governance barriers and enabling resilience actions.
These operations research approaches each have idiosyncratic structures and func-
tions, suggesting they lend themselves to modelling some dependencies better than
others (Eisenberg et al. 2014). However, the three modelling approaches all require
consideration of at least four fundamental elements in their construction that enable
adaptive capacity:

* Design variables can be adjusted in response to changing stressors or boundary
conditions — often, automatically. For example, some highways use adaptive
speed limits, ramp meters, or toll lanes to meter traffic loads. Air travel systems
typically make adjustments in gate assignments, landing or takeoff queues, and
even destinations to adapt to changing weather, equipment or other conditions.
Water distribution systems may adjust water sources, or distribution pressures to
adapt to changing precipitation or demand conditions.

* System constraints limit the feasible region in which design variables may fluc-
tuate. These may include regulatory or procedural constraints, such as the airline
crew service limitations, water quality treatment standards, or electric power
reserve margins. In times of crises, a temporary relaxation of, or work around,
constraints may allow operation that avoids catastrophic collapse (i.e., graceful
extensibility).

*  When adjustment of design variables and relaxation of constraints fails, adjust-
ments may need to be made that alter the relationships between design and
system variables. System performance is typically judged by state variables that
describe the quantity and quality of system end functions, such as water pressure,
voltage, or passenger-miles traveled. For example, deployment of microgrid
power transmission architecture changes the structural relationship between
power generation, transmission, and consumption by introducing new design
variables. Thus voltage may be maintained within the microgrid by different
mechanisms than grid-dependent systems. Adaptation of the fundamental rela-
tionship between design and state variables may require longer lead times and
larger capital investment than adjustment of design variables or relaxation of
constraints. For example, demand-adjusted toll lanes may mitigate traffic con-
gestion by making travel more expensive during peak travel periods — an example
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of adaptive capacity introduced by adjustment of design variables (e.g., tolls).
However, introduction of public transport alternatives changes the fundamental
relationship between demand for travel and highway congestion by introducing
new choices — at the expense of investment in purchase of buses, rail systems or
technologies of increasing passenger densities.

* Finally, the ultimate source of adaptive capacity from an operations research
perspective is transformation of the entire system itself. Here, wholesale
replacement of design and state variables make the old system obsolete. The
boundary between adaptation of system relationships and system transformation
may depend upon the perspective of the observer. For example, the canal system
of the nineteenth century resulted in a transformation of bulk goods transport in
the US that made possible the accumulation of capital in cities like New York,
and the economic development of the northern Midwest for farming and immi-
gration. However, the canal era was short-lived as railroad technology advanced
and offered new choices to accomplish the same task. In modern times, email
could represent a fundamental transformation in information flows, or merely a
more efficient fax machine. Typically, transformative leaps forward in technol-
ogy may be deployed in the service of incremental improvements in design and
state variable relationships before the full potential of the transformation is
realized.

Taken together, these elements form operational models useful for understanding
how both infrastructure failure and recovery and governance processes influence
service provision (Alderson et al. 2014, 2015). Still, the above operations research
actions are strategies for exercising adaptive capacity in physical and economic
systems and do not speak to the decision-making processes or authority necessary
for making adjustments. Those processes that lead to choices for changing decision
variables, modifying constraints, changing relationships, or transformation are the
purview of governance systems, rather than operations systems. Strategies for
changing relationships and system transformation have no direct analogs in gover-
nance systems. In particular, deployment of any of the operations research strategies
for adaptive capacity requires some expression of initiative that depends on resil-
ience awareness (of an unsatisfactory condition), resilience judgment (formulation
and preferential ordering of alternatives to the status quo), motivation (stimulus to
employ an alternative), and action.

3.5.5 The Need for Human Ingenuity in Enacting
Resilience Governance

The first two operations research sources of adaptive capacity (adjustment of design
variables and constraints) are amenable to automated control systems that combine
sensors and automated algorithms to execute the sensing and adaptation resilience
processes. For example, in automobiles advancements in adaptive cruise control,

fmarina@fb.bg.ac.rs



106 T.P. Seager et al.

crash detection, and autonomous or assisted driving rely on sensing and adjustment
of design variables (e.g., acceleration, braking, deploy of airbags, parking controls,
or fully autonomous driving) to avoid collisions. To some extent, artificial intelli-
gence may even enhance anticipation and learning — the resilience processes which
are most difficult to automate. Nevertheless, the last two operations research sources
of adaptive capacity (changing relationships and system transformation), require
greater human ingenuity.

To assess capacity to enact resilience governance we must conduct a critical
examination of an organization’s maturity (Alberts et al. 2010), where maturity is
comprised of three dimensions:

e Patterns of interaction,
* Allocation of decision rights, and
e Distribution of information.

The three dimensions of organizational maturity outlined above are critical to
resilience governance because the patterns of interaction, allocation of decision
rights, and distribution of information among people who comprise an organization
dictate that organization’s capacity for sensing, anticipating, adapting, and learning
in the face of change. Even where decision rights are allocated to automatic control
systems, these controls must have access to information (e.g., sensing), allocation of
decision rights (e.g., to adapt design variables), and function according to algo-
rithms which dictate the patterns and policies which regulate interaction of system
components, both technical and social.

Higher order adaptive strategies of changing fundamental relationships and sys-
tem transformation place a greater burden on human imagination in anticipation and
learning processes. Because these strategies operate outside existing systems con-
straints, they require an irreducible human component. Further, adaptive capacity
depends not only on execution of the four operations research strategies, but also on
collective human capacity to adjust the three essential aspects of organizational
maturity: patterns and policies of interaction (who reports to whom, how, and
when?), allocation of decision rights (who or what decides?), distribution of infor-
mation (who or what knows what?).

Thus, resilience is not intrinsic to any design, adaptive strategy, or state of
organizational maturity. Rather, resilience is the capacity to execute the processes
of sensing, anticipation, adaptation, and learning (SAAL) that deploy the adap-
tive strategies and levels of organizational maturity appropriate to the specific
stressor. Resilient systems will carry out the SAAL resilience processes and
adjust organizational maturity of governance systems which then select adaptive
strategies from the four operations research options detailed above. Thus, the
SAAL resilience processes are essential to both adaptive capacity in governance,
and adaptive capacity in the physical systems that control the processes which
convert resources to desirable outcomes under conditions of non-stationary
stress.
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3.6 Cultivating Resilience Action at Individual
and Collective Levels

The first four knowledge barriers provided in Flynn (2016) correspond exactly to
the model of moral development described by Hannah et al. (2011) as moral cona-
tion.® Working at the scale of individual human development (the upper left quad-
rant of Fig. 3.4, above), the concept of moral conation describes the development of
moral awareness, moral judgement, moral motivation, and the courage required to
act morally in the world. Here, we thread together the analogous concepts in resil-
ience awareness, resilience judgement, resilience motivation, and the courage to
take the initiative to create resilience action applied at both the individual and col-
lective scales.

Nonetheless, a fifth barrier to resilience action — characteristically different than
the first four summarized above — is the problem of cultivating resilience capacities
through education and training “that draw on the kind of interdisciplinary collabora-
tion across technical, non-technical, professional and research programs that is
required to advance a comprehensive approach to building resilience” Flynn (2016).
Resilient infrastructure systems will require a workforce with the capacity to oper-
ate as resilience experts. Given the paucity of education programs specific to resil-
ient infrastructure systems, and the traditional paradigmatic obstacles to integration
of knowledge across disciplinary domains within existing educational intuitions,
creating a workforce of resilience experts will require novel pedagogical strategies
addressing both explicit and tacit knowledge. In this section, we consider the chal-
lenge of developing and teaching capacity for resilience action by integrating capac-
ities for resilience awareness, resilience judgement, resilience motivation, and
resilience action at both the individual human and collective organization scales.

3.6.1 The Limits of Risk-Based Approaches

The failures of risk analysis in the face of complexity are already well-chronicled.
For example, in Normal Accidents (Perrow 1984), Yale sociologist Charles Perrow
describes the counter-intuitive phenomenon in which the addition of emergency
backup systems, additional controls, and well-intentioned interventions in compli-
cated technological systems paradoxically increased vulnerabilities to the very risks
they were intended to mitigate. Perrow’s study was motivated partly by the ques-
tion, “How could safety systems make us more vulnerable?” The answer, he argued,
was complexity.

Since Perrow a series of additional works have reinforced his thesis. For exam-
ple, the Logic of Failure (Dorner 1996) summarizes a series of studies that revealed

6Conation is an obscure word that describes volition, or willful action. Conation describes behav-
ior that is purposeful striving, rather than recreational or hedonic.
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only about 10% of human subjects possessed the complex systems reasoning skills
to manage non-linear feedback loops in simulation game environments. Meanwhile,
books like Fooled By Randomness (Taleb 2005) and The Failure of Risk Management
(Hubbard 2009) provide scathing critiques of data fluency and statistical reasoning
skills among managers responsible for complex, interdependent technological sys-
tems. Despite these insights, the US is still experiencing increasing insurance losses
and worse catastrophic outcomes from changing stress conditions with which
decision-makers have little prior experience, including California droughts,
Louisiana floods, and San Diego power outages.

Given the accelerating pace of environmental change, surprise is inevitable. In
contrast to robustness approaches that rely on risk analysis to identify hazards and
reduce the probability of failure, the more dynamic resilience approaches (recovery,
graceful extensibility, and sustained adaptability) emphasize rapid recovery from
failures and adaptation to surprise. For example, faced with record instream flows
during the 2011 Mississippi river floods, the US Army Corp of Engineers took the
unprecedented action of dynamiting levees in eastern Missouri, inundating a region
called the New Madrid Floodway (Olson and Morton 2012). Although the floodway
had been created by a Congressional Act almost 80 years earlier for the purpose of
relieving swollen rivers (Barry 1997), the usual response to river flooding had
always been attempts to build protective levees higher — with disastrous conse-
quences that were predictable in retrospect.

Nonetheless, instances like the 2011 Mississippi case in which federal agencies
play a direct role in proactive, adaptive management of interstate infrastructure sys-
tems are exceedingly rare. The traditional role of the federal government has been
to provide funding and research while design, construction, operation, and adapta-
tion of critical infrastructure systems is delegated to an array of private companies
and local, county, and state government, or trans-boundary special authorities. The
Salt River Project in Arizona is a quintessential example (Gim et al. 2017) Therefore,
we must find a way to engage hundreds of thousands of managers, engineers, tech-
nicians, leaders, and other stakeholders in diverse organizations to establish and
strengthen capacities for dynamic resilience action.

The difficulties posed to traditional education and training by the problem of
infrastructure complexity are formidable. While there is no doubt that infrastructure
is complicated, existing education programs already do a good job training for com-
plicated tasks. Here, we use the term complexity to describe the interconnected
feedback loops which make infrastructure systems behave in surprising ways that
obscure discovery of root causes (Alderson and Doyle 2010). At least four concepts
are essential to understand:

e Interdependency. The sub-systems which comprise a complex system are inter-
dependent in that they are mutually reliant. Thus, in addition to understanding
how water, power, and transportation systems operate in isolation, people must
also understand the relationships between each of these systems, and the ways in
which these interdependencies comprise the larger, complex system which we
refer to as infrastructure.
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* Feedback Loops. A feedback loop is a specific type of interdependency wherein
the output of one subsystem becomes input for others that ultimately feed infor-
mation or resources back into the first subsystem. For example, increased traffic
congestion may result in demand for construction of new highways. However,
construction of new highways that relieve traffic congestion consequently induce
greater demand for the privately owned vehicles that result in increased traffic
congestion. The result is a positive feedback loop of seemingly unending
increases in highway construction.

e Nonlinearity. Where linear relationships exist, human intuition is effective at
extrapolating from observation and experience to anticipate events for which
there are few or no observations. However, where relationships are non-linear,
human intuition fails. Nonlinear systems are consequently unpredictable because
small changes in interpretation of existing datasets can create enormous differ-
ence in anticipation.

* Stochasticity. Complex systems are subject to irregular and random phenomena.
Such stochastic events are unpredictable, and subject to fallacies of oversimplifi-
cation. For example, it is characteristic of human bias to confuse rare or unprec-
edented events with the impossible. Infrastructure systems subject to extreme
weather events such as floods, earthquakes, and heat waves can cause cata-
strophic infrastructure failures like power outages, water main bursts, and
structural collapses that managers erroneously thought were so unlikely that they
could or should be ignored (Clark et al. 2017).

3.6.2 Education Theory for Resilient Infrastructure

The Kolb Learning cycle provides a theory applicable a holistic program of educa-
tion and training for resilient infrastructure expertise. Regardless of the particular
methods of teaching, it is now understood that learning requires at least four activi-
ties: abstraction, experimentation, experience, and reflection (Kolb 2014):

e Abstraction is the process of building representations of reality (e.g., equations,
models) that highlight some features for while masking others. The advantage of
abstraction is that it yields generalizable knowledge, typically stripped of con-
text, with broad applicability. Thus, abstract knowledge (e.g., theory) can be
long-lasting and cost effective in the sense that investigation of models and equa-
tion (e.g., virtual) space is far less costly than investigations which require physi-
cal space.

* Experimentation is the process of manipulating independent variables for the
purpose of observing changes in dependent variables. When experiments operate
on highly abstracted representations (e.g., idealized laboratory equipment), they
ideally reveal reliable, reproducible, and empirically verifiable relationships.
Logical positivist expressions of the scientific method are based upon iterative
processes of abstraction (e.g., mathematical representations) which result in
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predictions that are either verified or falsified in idealized laboratory environ-
ments. Typically, these methods rely upon reductionism — or a narrow definition
of system boundaries — which removes confounding variables and improves
reproducibility of results. Such approaches are problematic for complex systems,
as it is difficult to identify which are the essential variables critical to reproduce
in the laboratory, and which can be held constant or otherwise ignored. All infra-
structure systems, when examined at scales large enough, are complex. Therefore,
the disadvantage of relying solely on the iterative abstraction/experimentation
loop in infrastructure education is that the resulting generalizable knowledge can
never be more than an approximation of real systems. In some cases, these
approximations may be so poor as to result in serious misconceptions. Thus,
empirical verification of abstract knowledge in complex systems is never fully
realizable, and ultimately experimentation must take place in the real world
where unpredictable, costly, and even unethical consequences may result.

* Experience refers to the knowledge acquired through direct, sensory engage-
ment with an activity. Unlike experimentation, experience may or may not
involve the deliberate manipulation of independent variables and conscious
monitoring of dependent variables. The advantage of experience is that knowl-
edge is rich in context, but the disadvantage is that it may not be generalizable.
Also, experiential knowledge is notoriously difficult to assess, and expensive to
share without first being made explicit. The importance of experience in acquisi-
tion of expert knowledge is illustrated in foreign language learning. Despite mas-
tering a foreign alphabet, word definitions, sentence structure, idioms, and
culture, effective foreign language training typically resorts to some sort of
immersion to gain tacit knowledge — such as jokes — which can only come with
experience.

* Lastly, reflection is the process of giving serious consideration to or examining
experience. As abstraction works with experimentation, so does reflection work
in concert with experience. Through the processes of observing ourselves and
recalling memory of our experiences, reflection can make connections between
different experiences which strengthen the applicability of knowledge to new
contexts. Reflection helps retain the salient aspects of an experience, make sense
of them, and sometimes play out in the imagination alternative experiences
which might result from different choices.

Different academic disciplines emphasize iteration between different aspects of
the learning cycle. For example, the predominant focus in traditional engineering
pedagogy is on cognitive learning objectives and outcomes using abstract conceptu-
alization and active experimentation, both of which are activities for mastering gen-
eralizable concepts about infrastructure. However, the holism required to create
resilient infrastructure cannot be achieved without strengthening aspects of the
Kolbe Cycle that are absent from the disciplines essential to education and training
of a resilient infrastructure workforce. For example, the lack of concrete experience
in engineering education represents a deficiency that is especially problematic for
building adaptive capacity in the context of extraordinarily rare events (Fig. 3.9).
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Fig. 3.9 The Kolb Learning Cycle describes the minimum activities necessary for effective educa-
tion and training. Some disciplines adopt pedagogical approaches that emphasize some stages of
the cycle, and neglect others

3.6.3 Simulation Games: A Vehicle for Demonstrating
Infrastructure Complexity

Because no single discipline contains both the technical knowledge and the peda-
gogical strategies necessary for the entire task, a synthesis of methods is required.
In particular, the necessity of experience presents a significant barrier. Partly this
may be because experience is expensive, but it is likely also due to the fact that
knowledge acquired through experience is difficult to assess. Knowledge of facts,
figures, equations, and book-learning is typically standardized and amenable to
comparative assessment. However, this type of knowledge alone is insufficient for
the SAAL resilience processes, which require both the acquisition and interpreta-
tion of information (i.e., sensing) and a continuous creation of the new knowledge
necessary for anticipation, and learning. While knowledge that is standardized and
codified is easy to share, experiential knowledge is not. The former is called explicit
knowledge, and it is reducible to symbolic language such as software code, design
standards, data tables, operation manuals, mathematical equations, and it can be
embodied in materials such as machinery, robots, circuit boards, and other physical
objects. Explicit knowledge, once created, is typically easy to duplicate and share.
The latter (knowledge from experience) is called tacit and it because it is gained
exclusively through experience, it is difficult and expensive to share (Grant 1996;
Grant et al. 2010). Expertise requires both explicit and tacit knowledge, and thus
typically requires both rapid recall of facts and data, and the synthesis of these into
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Fig. 3.10 While the Kolb Learning Cycle provides a theory of resilience learning, existing educa-
tional programs lack experiential instruction in resilient infrastructure. Simulation games may fill
this gap by providing hands-on tools for building tacit knowledge

action informed by experience — i.e., without the necessity of calculation or rational
reasoning (Fig. 3.10).

Simulation games provide several affordances that overcome obstacles to teach-
ing the complex systems reasoning skills required to create resilience action (Abt
1970). First, they provide an environment in which trainees can explore historical
failures, or build future scenarios without incurring the cost of drills, pilot projects,
or catastrophe. Such experiences speak directly to building resilience awareness, as
trainees can compress decadal timeframes into hours or minutes to observe the
power of non-linearity and explore a more complete range of stochasticity.
Participants can practice working in teams and experiment with different gover-
nance structures that correspond to different assignments of information, decision
rights, and patterns of interaction.

Secondly, trainees can experiment with different adaptive strategies and build the
judgement necessary to form more reliable intuitions about preferable alternatives,
as well as practice the deliberative skills necessary to identify and choose between
or construct the values necessary to make tradeoffs about which components or
functions of an infrastructure system must be compromised to maintain graceful
extensibility when robustness and recovery fail. Third, good games provide an emo-
tional experience that may motivate trainees to take action prior to catastrophic
events, rather than ex ante, as has been the case with the major policy reforms and
investments that followed television images of the devastation of New Orleans by
Hurricane Katrina. Simulation of the emotional experience may prompt pre-emptive
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action to mitigate adverse negative consequences in a way that failed to materialize
in New Orleans.

Whether simulation games are effective at building courage for resilience action
remains an open question. Nevertheless, simulation games have a long history of
success in organizations that build and typically rely upon the courage of their mem-
bers, most notably:

 the military’s extensive use of war games (Brewer and Shubik 1979),

* the Red Cross use of simulation games for disaster response training,
 flight simulators for pilot training, and

* simulation in medical training with cadavers, dummies, and virtual reality.

3.7 Conclusion

3.7.1 A National Network for Resilient Infrastructure
Case Studies and Simulation

Despite the increasing frequency and insurance losses of extreme weather events
experienced nationwide, serious catastrophes such as tornadoes, ice storms, floods,
and hurricanes remain rare events. Consequently, communities with little experi-
ence with extreme weather often find themselves ill-prepared for even mild stress-
ors. For example, a 1 inch dusting of snow paralyzed traffic in Washington DC in
January 2016. After the storm, Mayor Muriel Bowser offered an apology via twitter,
admitting that “the District failed to deploy the necessary resources in response to
the snow” (Bowser 2016). But the dire consequences of just a few inches of snow
should not have been mysterious to District officials, given the experience of Atlanta
almost exactly two years earlier, when less than three inches of snow accumulation
caused 13 deaths, complete gridlock, and declaration of a state of emergency.

A key contributor to the problem is that we are not learning effectively from past
disasters or adverse events on a national scale. Toft and Reynolds (2016) explain
that this problem stems from ‘hidden influences’ that impact the perception of risk
and the decision-making ability of both individuals and groups of people. These
influences include individual and organizational heuristics that are biased by past
experiences (or the lack of), a sense of personal invulnerability or overconfidence
about risk, and an aversion to learning from negative events. For critical infrastruc-
ture systems, organizations such as water departments and power regulators are
additionally challenged by the increasing and complex interdependencies of the
systems they govern, that can amplify the consequences of poor decision-making
and/or disruptions during an extreme event (Clark et al. 2017).

To integrate and build capacities for resilience awareness, resilience judgement,
resilience motivation, and resilience action, we propose a National Network for
Resilient Infrastructure Case Studies and Simulation. Networks are fast becoming
the future of scientific societies which leverage information communication
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technology to accelerate collaboration and co-production of knowledge (Seager and
Hinrichs 2017). We envision the Network as a platform for capture, creation, shar-
ing, and dissemination of lessons learned from previous disasters, and for offering
experiential training and education through simulation of future infrastructure sce-
narios. The Network would enable knowledge from past experiences to be trans-
ferred to other locations and situations, and simulations allow stakeholders to safely
experience infrastructure failures as well as reflect on those experiences by playing
out multiple scenarios and alternative endings, therefore motivating change. These
cases and simulation experiences will influence decision-making heuristics to help
address common but inhibitive tendencies for understanding risk.

The case study method is widely used for learning business, law and medical
disciplines as well as teaching science (Yadav et al. 2007; Irwin 2000), and organi-
zational learning (Thomas et al. 2001; March et al. 1991). Nonetheless, historical
accounts alone are insufficient for providing a meaningful, personal experience nec-
essary for changes in behavior (Seager et al. 2010). Simulations compliment case
studies by engaging both affective and cognitive processes through experiential
learning (Tennyson and Jorczak 2008) and creating spaces for participants to
embody new forms of leadership necessary for creative problem solving in diverse,
multi-sectoral teams (Hinrichs et al. 2017). Simulations allow opportunities to prac-
tice decision-making related to crises of complex infrastructure systems, which
would be immoral in the lived, physical world (Sterman 1994). Therefore, an essen-
tial aspect of the proposed approach would be to augment historical case studies
with computer simulations that allow interaction with the case in ways that emulate
the choices and stressors faced by real infrastructure managers. Well documented
disasters like Hurricanes Katrina and Sandy, the 2011 San Diego Blackout, the 2011
New Madrid Flooding Event, and the current Los Angeles water infrastructure cri-
ses offer content rich cases from which we can learn about successes and failures of
our infrastructure systems and their governance structures during and after an
extreme event.

Simulation-based learning is common for military skills training, such as flight
simulator training (Cioppa et al. 2004; Hays et al. 1992). Healthcare professionals
also use simulations to learn and practice skills without risking the health of lives of
patients (Hammond 2004; Kneebone 2003; Ziv et al. 2000), including the American
Red Cross, which employs simulation learning for emergency healthcare training.
In a similar fashion, we can use simulations to learn about how our systems fail and
how they might respond to anticipated changes in the future. Together, case studies
and simulations offer a promising strategy for fostering a more adaptive approach to
infrastructure management that benefits from past infrastructure experiences as well
as considers longer-term implications of design strategies. Just as the Harvard
Business Review offers a collection of case studies for business management educa-
tion, the Federal Aviation Administration provides lessons from airplane accidents
(see lessonslearned.faa.gov), and the Center for Army Lessons Learned (CALL)
collects and disseminates lessons from past training and operation experiences
(Thomas et al. 2001), we imagine a continuously growing database of infrastructure
case studies that allow for more effective creation knowledge from past and
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simulated infrastructure failures, overcoming Flynn’s (2016) four knowledge barri-
ers discussed at the outset of the chapter. Through repeated simulation, participants
may experiment with different strategies and reflect upon the outcomes, develop
reliable theories and test new practices that investigate resilient infrastructure sys-
tems as whole. Moreover, we propose that the simulations be used as exercises for
students and practitioners working in municipalities, businesses, utilities, engineer-
ing firms, research institutes, and urban planners to overcome Flynn’s fifth barrier,
education and training that prepares the workforce necessary to resolve the impend-
ing infrastructure crisis.
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Chapter 4
Designing Resilient Systems

Scott Jackson and Timothy L.J. Ferris

Abstract This chapter describes a method to approach the design of systems to
ensure resilience. The state machine model describes a set of states in which a sys-
tem may be situated and a set of transitions between those states which represent the
response of the system to either events of threat applied to the system or restorative,
maintenance or management actions taken in interaction with the system. The
method is based on the analysis of systems proposals using a state machine descrip-
tion of resilience which is presented in the first major section of this chapter. Systems
are developed to provide specific capabilities, usually a set of cognate capabilities
that are either, or both, capabilities which belong together as a set or which are use-
fully grouped together to provide improved value from the system compared with
only building the system to provide for its primary purpose. The design approach
described in this chapter extends the normal design activities required to design a
system to provide the specified capability with design and analysis activities
required to ensure that the system provides the required resilience characteristics.

Keywords Resilience ¢ States ¢ Transitions * Events ¢ Principles * Design
Processes * Systems ¢ Decisions

4.1 Introduction

The state machine model described in this chapter identifies seven possible system
states and 31 transitions between those states which result from particular events
which may occur to the system or actions deliberately performed on the system to
change its state. Each state is the result of the system as designed and the history of
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threats which have impacted and actions performed upon the system. Each transi-
tion between states is the result of either a threat impacting the system or a deliber-
ate action performed on the system. The design of systems with the intention of
ensuring resilience is, we argue, appropriately guided by the application of a set of
34 principles described in Jackson (2016b). The choice of the system architecture
proposed in the design process is a result of the combination of the architectural
demands necessary for satisfying the requirements upon the whole system to enable
delivery of the intended capability, and the demands to enable the specified resil-
ience characteristics to be delivered. The architecture determined as the appropriate
means to achieve the necessary resilience characteristics is most likely different
from that which may have been chosen if resilience had not been considered. The
specific architectural differences that support resilience, compared to the architec-
ture which would have been chosen if resilience had not been considered, are the
result of implementation of particular resilience principles which will enable the
achievement of the particular resilience goals needed for the system under develop-
ment in a manner which is appropriate for the specific system. The resilience prin-
ciples which guide the design reasoning associated with enabling a desirable
solution for each of the transitions may be different across the set of transitions, and
the particular choice of principle that provides the most desirable predicted outcome
for each transition may be a different member of the set of principles.

The specification of resilience objectives includes determination of the level of
performance of each function of the system that is considered appropriate given
particular classes of threat event that may occur. Through the life of the system it
will be affected by a number of threat events, some of which will cause transition to
states for which a restoration of management remedy is required with the result that
through the life cycle a system may pass through the possible states and transitions
described in the state machine model in any combination permitted by the structure
of the model. The design of a system with resilience as a factor of interest is gov-
erned by the clear determination of the resilience objectives and the use of design
principles selected from a set of principles that provide means to improve resilience
through methods that have been demonstrated as helpful to improve achievement of
specific resilience related objectives.

4.2 State Machine Model

In Fig. 4.1 we show a generic state machine model of system states and transitions
that describes the relationships related to resilience. The state machine model
includes all the states and transitions which could be meaningful in any system. In
practice, in some specific systems, because of the nature of those systems some of
the states or transitions may not be meaningful. Reasons for this include which
states are meaningful for particular systems. Similarly, only some of the possible
transitions described in Fig. 4.1 may be practical or desirable for particular systems.
During a system development, the people responsible for design have the
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Fig. 4.1 - State-transition diagram (Adapted from Jackson et al. 2015)

responsibility to determine specification description of each of the states, that is,
detail that instantiates the desirable condition and performance of the system when
it is in each of the states described. In the specification process it may be decided
that there is no meaningful description of a particular state. For example, some of
the interim states representing partial impairment of the system may be determined
to be not meaningful because a system that suffers such an impairment may be tran-
sitioned directly to decommissioned.

Similarly, the designers of a particular system must consider which transitions
are appropriate for the specific system. Some transitions occur because the system
is affected by a threat applied to it, and in this case the transition must be described
in the system specific model. The transitions which occur as a result of the restor-
ative or management actions of system owners and managers are discretionary and,
depending on the nature of the system, it may be appropriate to support, or not sup-
port, particular discretionary transitions. The benefit of the state machine model is
that it provides system designers with a tool to provide a reasoned specification of
the characteristics to be enabled by the system with respect to both its primary capa-
bility and its resilience characteristics.

fmarina@fb.bg.ac.rs



124 S. Jackson and T.L.J. Ferris

4.3 States

We proceed to describe the generic characteristics of each state and each transition
described in the state machine model. The transitions between the states are con-
strained, in the case of deleterious transitions, and, in the case of restorative or
management transitions, enabled by means provided by application of one or more
principles from the set of resilience design principles listed in Jackson (2016b).

State A — Nominal Operational State

This is one of the two initial states in which the system may begin before the
system is affected by threats resulting in transition to other states. In this state the
system is used in a usual functional mode, that is, in a manner and under conditions
consistent with the system design specification. The system will be used in State A
if there is no known system impairment or latent fault. Should there be a known
latent fault the system would not be in this state, but rather in State B. A system may
be in State A and include an unknown latent fault if the owner or user of the system
is unaware of the fault. For example, a bridge may have reinforcing rod failures
which if not known because the appropriate tests to discover the fault have not been
done, quite reasonably because there was no known reason why such tests need be
done, the failed reinforcing rods are a latent fault which may lead to failure because
the bridge is not able to support the loads it was designed to support but, through
deterioration is no longer able to support. The system operators are not aware of the
impending threat.

State A, as the nominal operational state, includes the system operating in an
operating condition within the operational envelope of the system. If the normal
operational envelop includes a condition in which the system is switched off, either
before first operation or at any time thereafter, then State A includes the system in a
design compliant switched off state. In such a switched off condition the system is
in a state consistent with one of the normal conditions for which it was designed, an
inactive state in which it is either switched off awaiting an occasion of use or is
switched off for any other reason that belongs within the normal, not awaiting
repair, reasons a system may be switched off. These might include storage or ship-
ping, or some other system relevant purpose for being switched off.

State B — Heightened Awareness Operational State

This is the second of the two states in which the system may begin before it is
subjected to additional threat events. The difference between states A and B is that
in State B the system operators are aware of one or more impending threats. An
example of such a system may be the bridge with compromised reinforcing rods.
Awareness of the weakened state of the bridge may lead to analysis to determine the
extent of the weakness and the heightened awareness of the operating condition
may lead to operational constraints to only allow a reduced loading of the bridge in
use. Change in the operational environment may lead to a similar situation. There
are a number of stone bridges across the Thames River in Oxfordshire which were
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built to enable horse drawn vehicle traffic. The bridges remain in a state in which
they could support their design traffic loading but because of changes in the traffic
possibilities resulting from modern vehicles and traffic densities have been reas-
sessed and now have a limited vehicle loading rating. This is an example of a State
B, heightened awareness state in which the original design state is the cause of what
is a current latent weakness.

State C — Non-functional Disrupted State

In this state the threat, or threats, have rendered the system completely non-
functional. The accumulation of threats that have impacted on the system have
done damage to the system that results in the system not operating. In this state
the system has been disabled, and so is not available for immediate use, but the
management decision concerning whether to restore or decommission the system
has not yet been made. An example of a system in State C is a vehicle which has
been involved in a significant collision which has disabled the vehicle before the
assessment has been made that leads to the decision to either decommission the
vehicle or to repair it. The outcomes of the assessment decision may be restora-
tion to full functionality (State A), to partial functionality (State D), to an accept-
able diminished state (State F) or to complete decommissioning (State G), as
shown by transitions shown in Fig. 4.1. The decision depends on an overall
assessment of the available choices in the context of the specifics of the system.
The USS Cole, described by the US Department of Defence (2001), is an example
of a high value system in State C in which it made financial and strategic sense to
restore to State A.

State D — Partially Functional Disrupted State

In this state the threat has rendered the system partially functional. The diminish-
ment of function may be in the form of complete removal of certain functions or the
reduction in performance levels achievable in one or more functions. The effect of
the diminishment is that the system cannot perform all design functions at the design
specification but the system retains some functionality, and might continue to have
capacity to provide useful services with the remaining capacity. An example of loss
of a function may be a vehicle suffering loss of communications services, in which
case the work around is to revert to following pre-departure instructions for what to
do in the event of loss of communications and the capacity that provides for intra-
journey update of instructions or situation awareness. An example of impairment of
a function is the capacity to continue driving, with some restrictions, by the ‘run
flat’ tyre fitted to some models of car. On the occasion of a puncture the vehicle can
continue driving for a useful distance prior to effecting a full repair avoiding the
risks associated with an enforced tyre change at the site of the puncture event. US
Airways Flight 1549 encountered a flock of birds causing loss of both engines as
described by Paries (2011) forcing the aircraft to depend only on auxiliary power,
which was sufficient to enable control by the pilot which resulted in ditching into
the Hudson River. The long-term result was rescue of all occupants, no collision
with anything else, but total loss of the aircraft. The capacity for limited function in
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that event provided the opportunity for a skilled operator to attempt remedial action
reducing the effect of the original loss of function.

State E — Damaged but Functional State

In this state the threat has damaged the system, but the system continues to main-
tain full functionality at least in the near term. One mechanism typically used to
achieve this state is system design with sufficient redundancy to continue function
even though part of the system is damaged. An example is the design requirement
for commercial aircraft to have sufficient engine capacity to enable continuation of
a flight and landing with the loss of all but one engine. This system requires both the
technical capacity of the equipment to perform the functions necessary and also that
the system has the necessary support, such as pilot training, to appropriately respond
to such events. More generally systems may be designed to support functions by
methods, either similar to the primary method, or markedly differently but support-
ing the same outcome action. An example of a different method is seen if a customer
service computer system also has a manual backup method available to address the
event of failure of the computing system.

State F — Agreed Diminished State

This is one of two final states in the state-transition analysis. In this state the
system is damaged in a way that leads to a management decision that the effective
solution is to decide to modify the concept of the system to be less capable than it
was originally intended to be. The management decision may be based on any, or a
combination of, factors including the economics of cost of repair and benefit of the
investment in repairs, availability of repair parts and materials, and the impact of
disruptions associated with performing remedial work, and potentially other factors.
Transition to an agreed diminished state may involve some work to modify the sys-
tem from its impaired state to the agreed end state. This choice is likely in several
situations: the system is near end of life and restoration is not practical or is exces-
sively expensive for the anticipated benefit; or the system can be made to provide a
useful service in the current context without restoration to its original condition.

State G — Totally Decommissioned State

This is the second of two final states in the state-transition analysis. In this state
the system is removed from service, and in most situations is scrapped. In this state
there is no way to bring the system back into service. If the service that was pro-
vided by the system continues to be necessary the only method to provide that ser-
vice is to use a different system. The system may be transitioned into State G as a
result of a catastrophic event which destroys the original system, or an event which
causes sufficient damage that a management decision is made that it is not worth-
while attempting to restore the system to either full or partial functionality for either
cost or practical reasons.
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4.4 Transitions

Transitions are the paths the system passes through between the states. It is neces-
sary to understand the nature of the transitions in order to understand the impact of
the resilience state model on system architecture for design purposes and to assist
system management.

Transitions are initiated by events. There are three classes of events, each of
which can be the trigger for a state transition. The class of events are:

1. Threat events. These are occasions on which either an external or latent threat
materialises to present an actual threat to the system. These may be of kinds and
magnitudes that are anticipated, and may be specified as events with which the
system must deal, or of unanticipated kinds or magnitudes exceeding explicit
design margins. Threats may be generated as a result of a physical effect, whether
arising from the environment or from the internal properties of a system, or
human caused, whether by outsider or insider parties and potentially accidental
or malicious, or the interaction of and management to address predictable events,
the possibility of unanticipated and unanticipatable events demands that resil-
ience be framed in a specific cause agnostic manner. This has profound impacts
on how resilience is conceptualised and addressed.

2. Restorative activities. These are actions performed by system managers to per-
form action to restore the system from a damaged state to either a like original
condition or a condition that is agreed to be a suitable repaired state.

3. Management activities. These are actions performed by system operators or
managers in which a decision about whether, or what kind of, restoration, or
other management action is appropriate to best achieve the objectives of the
system owner.

The combination of event described above can interact. In particular, it is possi-
ble that a system operator or manager action in response to a first threat event may
interact with the characteristics of the system situated in its environment to intro-
duce a new threat. To illustrate, a common event on country roads in Australia is a
car roll-over involving the event sequence of the car drifting off the paved roadway
on the passenger side, the driver, on realising the error, pulls hard on the steering to
the right to return to the car to the paved roadway, the tires bit hard on the pavement
and the car over-corrects and progresses across the road and off the other side, lead-
ing to a high-speed rollover on the opposite side of the road than the original travel.
The car rolls with consequent vehicle damage, injury and possibly death for the
occupants. The driver response to the original error was inappropriate and led to the
catastrophe.
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4.4.1 Transition Descriptions

We discuss the 31 possible transitions between states to explain the type of event
which initiates the transition. The transitions initiated by events can result either in
preservation of system functionality, restoration of functionality, or the managed
transition to lower functionality, or in the absence of desirable results the threat
induced diminution of functionality.

Transition 1 — Disruptive Event outside Design Limit (State A to State A)

This transition describes the situation in which a system returns to its normal
operating state after the impact of a threat which is greater than the specified capac-
ity of the system to absorb a threat of the type. For example, in the aviation industry
a design margin of 50% for most structural components so threats up to these limits
are within the design capacity of the aircraft. These margins allow the aircraft to
absorb disruptions such as gust loads. Events which exceed design limits may have
no effect on immediate functionality, but they may cause damage that may accumu-
late over time through effects such as fatigue which may reduce the margin level
and potentially require repair at a later time. A specific instance of this transition
may be initiated by an event such as the gust load discussed above. The design
action to pre-empt this threat may be effected by implementation of the absorption
principle and the margin support principle as described in Table 4.1.

Transition 1 occurs in response to a threat event.

Transition 2 — Return to Normal Operational State (State B to State A)

This transition occurs if the threat detection which resulted in the system being
in State B has been neutralised or avoided. Upon confirmation that the threat is no
longer present the system can transition from State B to State A, which happens
when any heightened awareness measures are discontinued. Transition 2 is also
enabled if it is confirmed that the threat which was discovered, and resulted in the
system being in State B, is within design limits, thus enabling reversion to State A.

Transition 2 is initiated by a management decision that the threat has gone and
therefore the special measures of State B can be relieved.

Transition 3 — Non-disruptive Event Inside Design Limit (State A to State A)

This scenario can be called the nominal case because it is a threat event within
the limits for which the system is built. The threat is recognised here as a threat
because it is between the nominal design load and the standard margin of safety
loading. However, for example, a building designed to withstand a 9.0 Richter
earthquake should easily withstand a 5.0 or 6.0 quake. Yet, even the lower value
threats may cause minor damage which needs repair. The earthquake is the initiat-
ing event. The system design approach to address the example scenario is to imple-
ment the absorption principle described in Table 4.1.

Transition 3 occurs as a result of a threat event.
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Table 4.1 Resilience principles, support principles and their sources

Top-level principle

Support principle

Absorption — The system shall be
capable of withstanding the design level
disruption. Derived from Hollnagel

et al. (2000)

Margin — The design level shall be increased to allow
for an increase in the disruption. Hollnagel et al.
(2006). Hollnagel lists this as a top-level principle

Hardening — The system shall be resistant to
deformation.
Source: Richards (2009)

Context Spanning — The system shall be designed for
both the maximum disruption level and the most
likely disruption.

Source: Madni (2008)

Limit Degradation — The absorption capability shall
not be allowed to degrade due to aging or poor
maintenance.

Source: Derived; Jackson and Ferris (2013)

Restructuring — The system shall be
capable of restructuring itself.
Hollnagel et al. (2006)

Authority escalation — Authority to manage crises
shall escalate in accordance with the severity of the
crisis. Maxwell and Emerson (2009)

Regroup — the system shall restructure itself after an
encounter with a threat. Raveh (2008)

Reparability — The system shall be
capable of repairing itself. Richards
(2009)

Drift Correction — When approaching
the boundary of resilience, the system
can avoid or perform corrective action;
action can be taken against either
real-time or latent threats. Hollnagel
et al. (2000)

Detection — The system shall be capable of detecting
an approaching threat. Derived: Jackson and Ferris
(2013)

Corrective Action — The system shall be capable of
performing a corrective action following a detection.
Source: Derived: Jackson and Ferris (2013)

Independent Review — The system shall be capable of
detecting faults that may result in a disruption at a
later time.

Derived: Haddon-Cave (2009)

Cross-scale Interaction— Every node of
a system should be capable of
communicating, cooperating, and
collaborating with every other node.
Source: Hollnagel et al. (2006)

Knowledge Between Nodes — All nodes of the system
should be capable of knowing what all the other
nodes are doing.

Billings (1997)

Human Monitoring — Automated systems should
understand the intent of the human operator. Billings
(1997)

Automated System Monitoring — the human should
understand the intent of the automated system.
Billings (1997)

Intent Awareness — All the nodes of a system should
understand the intent of the other nodes. Billings (1997)

Informed Operator — the human should be informed as
to all aspects of an automated system. Billings (1997)

Internode Impediment — There should be no
administrative or technical obstacle to the interactions
among elements of a system. Derived from case
studies; Jackson (2010)

(continued)
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Table 4.1 (continued)

S. Jackson and T.L.J. Ferris

Top-level principle

Support principle

Functional Redundancy — There should
be two or more independent and
physically different ways to perform a
critical task. Leveson (1995), Leveson
uses the term design diversity

Physical Redundancy — The system
should possess two or more
independent and identical legs to
perform critical tasks. Leveson (1995)
Leveson uses the term design
redundancy

Layered Defence — The system should
be capable of having two or more ways
to address a single vulnerability.
Derived from reason (1997)

Neutral State — Human agents should
delay in taking action to make a more
reasoned judgement as to what the best
action might be. Madni and Jackson

(2009)

Human in the loop — there should
always be human in the system when
there is a need for human cognition.
Madni and Jackson (2009)

Automated function — It is preferable for humans to
perform a function rather than automated systems
when conditions are acceptable. Billings (1997)

Reduce Human Error — Standard strategies should be
used to reduce human error. Derived from Billings
(1997) and Reason (1990)

Human in Control — Humans should have final
decision making authority unless conditions preclude
it. Billings (1997)

Complexity Avoidance — The system
should not be more complex than
necessary. Madni and Jackson (2009),
derived from Perrow (1999)

Reduce Variability — The relationship between the
elements of the system should be as stable as
possible. Marczyk (2012)

Reduce Hidden Interactions —
Potentially harmful interactions
between elements of the system should
be reduced. Derived from Leveson
(1995) and Perrow (1999)

Modularity. Madni and Jackson (2009),
Perrow (2011)

Loose Coupling — The system should
have the capability of limiting
cascading failures by intentional delays
at the nodes. Perrow (1999)

Containment — The system will assure that failures
cannot propagate from node to node. Derived;
Jackson and Ferris (2013)

Neutral State- the system should be in a
neutral state following a disruption,
Madni (2008)

From Jackson (2016b)
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Transition 4 —Awareness Heightening Event (State A to State B)

This transition is initiated by the discovery of an impending threat. The threat
could take the form of discovery of a threat in the physical environment, discovery
of a human originated threat, discovery of a flaw in the system such as early warning
signs of an impending failure, or discovery of drift from the proper operating condi-
tion. The origin of the threat is not important but the fact that a threat is discovered
while it has still not become manifest is the important issue. The effect of discovery
of the threat is that the manner of use of the system is modified to a more defensive,
than usual, pattern to reduce the risk associated with encounter with the threat.
Design of a method to discover an impending threat would normally rely on applica-
tion of the drift correction principle, Table 4.1, an example of such a threat would be
an approaching train for which positive train control (PTC) is designed as described
in the Metrolink report of the National Transportation Safety Board (NTSB 2010).

Transition 4 occurs as a result of a threat event, as either, or a combination of, an
automatic or management action.

Transition 5 — Restored to Nominal (State C to State A)

Transition 5 is the transition from State C, a system which has been rendered
non-functional is restored to normal operation, State A. The action to effect
Transition Swould normally be a repair activity. An example of such a transition is
the USS Cole restoration by the DoD (2001). The ship was rendered non-functional
by a terrorist attack, and had to be retrieved using heavy ship salvage equipment.
The transition 5 trigger event was the management decision to restore the ship to
full operational capability, which was then implemented in an appropriate shipyard.
The design principle applied in this scenario was reparability, described in Table 4.1.
The system design implementation of reparability demanded certain design charac-
teristics in the ship platform and also the design of the support systems around the
platform to provide means to perform repair.

Transition 5 is an action of repair initiated by a management decision to proceed
with the repair.

Transition 6 — Disruptive Event that Renders the System Non-Functional (State A to
State C)

Transition 6 is an event which does something that disables a system in a way
that results in the system being unable to perform any of its functions forthwith. In
the case of USS Cole the attack damaged the ship sufficiently that it was unable to
perform any of its functions, even for a short time, leaving the only opportunity of
remedy to begin with a salvage retrieval operation. In general transition 6 events are
the result of the effect of a threat of a kind and magnitude that the system is imme-
diately disabled. Such threats may be of any threat type, originating either external
or internal to the system. The design approach to manage risks associated with
transition 6 type events may include the margin support principle described in
Table 4.1, which would increase the magnitude of threat the system would with-
stand, or the modularity principle which may enable the continuation of some func-
tions of the system. Clearly the principles which it is practical to apply, and the
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effectiveness of design solutions, depend on the nature of the specific system and its
context.
Transition 6 is the result of a threat event.

Transition 7 — Partial Restoration (State C to State D)

If a system is completely dysfunctional, as it is in State C, it may be advanta-
geous to restore the system to a partially functional state, State D. The initiating
event would be the decision to perform a partial restoration. State D is an inherently
interim state. Following the shrot-term restoration to a partially functional state,
which enables partial use of the system until a further decision, or action which can
only be performed after some lead-time, where it is advantageous to have partial
capability during the lead-time interval, where the later action may result in transi-
tion to any of States A, F or G. The interval of partial functionally enabled by State
D may be useful to reduce disruptions that would otherwise be cause by complete
loss of all the system functionality. The design principles of modularity, physical
redundancy and reparability, Table 4.1, are examples of principles which may pro-
vide opportunity for transition 7.

Transition 7 is an action of partial repair initiated by a management decision to
proceed.

Transition 8 —Disruptive Event that Renders the System Partially Functional (State
A to State D)

A disruptive event, whether originated externally or internally to the system, may
cause damage which results in partial loss of functionality, whether that loss is loss
of a complete function or an impairment of the performance of a particular function.
In the event that part of the function is lost the remaining functions continue to be
available, and if a suitable set of functions remain it may be possible for the system
to continue to perform some of its function or to provide opportunity for an orderly
shut-down to be effected. Design action to enable State D may include application
of the defence in depth and the absorption and the functional redundancy principle.
At least in some systems, as exemplified by US Airways Flight 1549 (Paries 2011)
the human in the loop principle may enable the system to be guided into a satisfac-
tory outcome through human action which may enable sensible response to situa-
tions for which it is impractical to determine automated responses.

The use of US Airways 1549 as an example indicates that the state machine
model time intervals are concerned with the instantaneous state of the system and
that a major event may involve a sequence of events wherein the system progresses
through more than one transition and state from the pre-event state before arriving
in the settled post-incident state. In a later part of the US Airways 1549 the aircraft
ditched, with complete loss of function and the platform being declared unrepair-
able, but the partial functionality was important for achieving a satisfactory
outcome.

Transition 8 is the result of a threat event.
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Transition 9 — Restored to Nominal (State D to State A)

In this transition the system is restored from a state of partial functionality (State
D) to a fully functional state (State A). As Table 4.1 shows, all the Adaptability
group of principles can be used to achieve this goal. The adaptability group of prin-
ciples includes drift correction, reparability, and human in the loop as described in
Table 4.1. The design approach to enabling transition 9 involves identifying a design
proposal that implements one or more of these principles and analysing the impact
of the design proposals incorporating instantiations of these principles with a view
to determining the proposal which best achieves the resilience characteristics
required. In most situations the achievement of transition 9 requires a management
decision to proceed with remedial action. The remedial action is made possible by
the affordances provided through the design which has incorporated particular resil-
ience principles in particular ways.

Transition 9 is an action of repair initiated by a management decision to
proceed.

Transition 10 — Additional Events (Within Interim Absorption Capability) (State D
to State D)

This transition describes a situation similar to that described by transition 3. In
both cases a threat is encountered, acts upon the system and the system remains in
a state catagorised by the same state in the state machine model. However, whereas
in the case of State A and transition 3 the overall effect is that the resultant State A
has no impairment of the system, in the case of transition 10 the State D condition
of the system after the transition may be a further diminishment of the system con-
dition compared with its state prior to the event. Design approaches to support tran-
sition 10 use the Robustness principles listed in Table 4.1, including absorption,
physical redundancy, and functional redundancy.

Transition 10 is the result of a threat event.

Transition 11 — Transition from the Heightened Awareness state to the Non-
functional State (State C)

This transition involves a threat event which occurs when the system is in a state
of heightened awareness which, in turn, arises when there is awareness of possible
threat events. The threat which causes the event leading to this transitions may origi-
nate external or internal to the system. A typical military scenario for State B is one
where incoming missiles are detected and the system operates in some modified
way, the heightened awareness state. But a missile penetrates the protective methods
employed by the system, creating a disruptive event. A resilience perspective in this
transition implies a controlled or constrained degradation to a lower level of func-
tionality in contrast to a non-resilience perspective in which the system suffers deg-
radation without any design method applied in the attempt to manage the degradation.
Design approaches include selection from the Tolerance principles, including mod-
ularity, neutral state, loose coupling, complexity avoidance, hidden interaction
avoidance, defence in depth, and functional redundancy, depending on the specific
system details.
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Transition 11 is the result of a threat event.
Transition 12 — Additional Events (State C to State C)

This transition describes an event that impacts on a non-functional system and
results in the system being non-functional. The system commences in a non-
functional state and ends in a non-functional state which will have detail differences
than the original state. The cause of the threat may arise external or internal to the
system and takes the form of a threat additional to any. Where a threat acts on a
system which is non-functional because of some earlier event, the outcome is a
system with additional damage which in turn, impacts the practical and manage-
ment issues associated with future repair or management decisions associated with
the system.

Transition 12 is the result of a threat event.

Transition 13 — Event beyond Interim Capability (State D to State C)

This transition occurs when an event, originating internal or external to the sys-
tem, occurs that renders a partially functional system non-functional. A system in
State D has already suffered some impairment compared with its design capacity
and this transition is triggered by some additional threat event which results in total
loss of functionality. Desirable behaviour of the system during the degradation of
transition 13 is achieved through the design choice to implement resilience princi-
ples already identified in relation to transitions 6, 8 and 11.

Transition 13 is the result of a threat event.

Transition 14 — Final Resolution (State D to State F)

This transition represents the path from a partially functional state (State D) to a
final agreed to diminished state (State F). This transition is the result of a system
management decision that the system in State D, which is viewed as an impaired
version of what it should be, is either declared to be a system with reduced function-
ality matching the physical state that it was in at the time, or to modify the original
system in State D so that it becomes a system with different functionality. In most
cases effecting transition 14 involves work that converts the system from one form
and purpose to something different. Where such work is done, the manager would
often perform modifications to suit the environment current at the time of the transi-
tion, and the environmental changes may contribute to the decision of perform a
transition type 14 rather than to repair to return to original configuration, transition
9.

Transition 14 is an action performed through a management decision.

Transition 15 — Decommission (State D to State G)

If, after review of the situation of a system in State D, it is decided that it is not
worthwhile to perform work to either restore original or modified capacity of the
system a management decision may be made to decommission the system. Such a
system is withdrawn from service and the appropriate disposal actions are
performed.
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Transition 15 is an action performed through a management decision.
Transition 16 — Agreed repairs or restoration of control (State C to State F)

This transition represents the state of affairs when a system which has already
been rendered non-functional is either partially repaired, or modified, so that it
becomes a functioning system with different characteristics than those displayed by
the original system. This transition is similar to transition 14, described above, with
the difference being in the originating state. This transition involves a management
decision to modify the system and work which performs the system modification.

Transition 16 is an action of partial repair initiated by a management decision to
proceed.

Transition 17 — Decommission (State C to State G)

This transition represents the case in which a system, already non-functional, is
decommissioned to State G. The initiating event is the recognition that the system
is non-functional and that there is no further use for it, or that any possible work to
repair or modify it would not provide an adequate return on investment. A common
example of transition 17 is the decision to scrap a motor vehicle after an accident in
which damage that would cost more to repair than the market value of the vehicle
has been sustained.

Transition 17 is an action performed through a management decision.

Transition 18 — Partial Restoration (State D to State D)

This transition describes a situation in which a partially functional system, State
D, is worked upon with a short-term remedy that partially fixes a problem. The
remedy is valuable because it improves the system condition, possibly by restoring
some, but not all of the lost functionality, and by making the system condition more
stable than in the original State D condition. Partial restoration is useful in situations
where the system performs a critical task and the improvement achieved through the
partial restoration provide a valuable improvement and enables delay of the final
restoration. Transition 18 requires a management decision that it is beneficial to
perform a partial restoration when a full restoration is not achievable quickly, and is
often used to afford time during the lead time to obtain parts or perform work.

Transition 18 is an action of partial repair initiated by a management decision to
proceed.

Transition 19 — Disruptive Event that leaves system damaged but functional (State
A to State E)

This transition is initiated when a system is operating in its normal operational
state, State A, encounters a threat and is damaged but continues to operate in a fully
functional capacity. This situation can occur either when a component not essential
to system functionality is damaged or one branch of a redundant pathway is dis-
abled. The usual design approach to support transition 19 is to design with physical
or functional redundancy. Such a system is impaired by the threat it has encountered
making the redundancy principles useful for enabling graceful degradation on loss
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of part of the system, thus enabling safer outcomes upon failure of parts of the
system.
Transition 19 is the result of a threat event.

Transition 20 — Final Restoration to a Normal Operational State (State E to State A)

Transition 20 is initiated when the system is restored to a fully operational state
following damage to one or more components. This transition is usually effected
through the repair or restoration of the system by a repair action. Transition 20 is
enabled by a design decision to make the system repairable.

Transition 20 is an action of repair initiated by a management decision to
proceed.

Transition 21 — Event leading to non-functional state (State E to State C)

Transition 21 is caused by an additional threat event impacting a system which is
already in State E and resulting in a loss of function. The design method to enable
the transition 21 is to use any of the Tolerance principles as listed in Table 4.2.

Transition 21 is the result of a threat event.

Transition 22 — Event leading to partial functionality (State E to State D)

This transition is initiated when another disruptive event occurs to the system
that is already damaged but functional in State E. The additional disruptive event
leaves the system partially functional, in State D. The design approach to address
this scenario is to use any of the Tolerance principles listed in Table 4.2.

Transition 22 is the result of a threat event.

Transition 23 — Event leading to agreed diminished state (State E to State F)

Transition 23 is triggered by a decision to perform work which modifies the sys-
tem from its original design to a different configuration which provides satisfactory
functionality in the modified environment of the system at the time of this transition.
In State E the system had been damaged by prior threat events. Transition 23 is simi-
lar to transitions 14 and 16 except that the origin state is different.

Transition 23 is an action initiated by a management decision to proceed and
may involve some work to repair or modify the system.

Transition 24 — Event leading to decommissioning (State E to State G)

Transition 24 is initiated when a decision is made to decommission a partially
functional system. The motivation for decommissioning a partially functional sys-
tem is that it is judged to be not worthwhile to do work to restore the system to full
functionality nor to modify it for agreed different functionality.

Transition 24 is an action performed through a management decision.

Transition 25 — Event leading to agreed diminished state (State A to State F)

This transition occurs when a decision is made to transition a fully functional
system in State A to a diminished state, F. This transition is rare, most likely result-
ing from some of the functionality of the system becoming not necessary or too
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Table 4.2 Groupings of principles
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Grouping Top-level principles Usefulness of groupings
Robustness Absorption Particularly useful in withstanding the initial
Physical redundancy disruption caused by a threat
Functional redundancy
Adaptability Drift correction Useful in assisting the system in restoring a level of
Restructuring functionality which has previously been degraded
Reparability
Human in the loop
Tolerance Modularity Particularly useful in guiding the system to a lower
Neutral state level of functionality from any given level
Loose coupling
Complexity avoidance
Hidden interaction
avoidance
Defence in depth
Functional redundancy
Integrity Internode interaction | Applies to all systems and transitions since this
grouping and the associated principle assures that the
system remains a system throughout the encounter
with the threat

expensive to support, whilst other functionality of the system remains worthwhile
maintaining. This transition results from a management decision, like the other tran-
sitions into state F, transitions 14, 16 and 23.

Transition 25 is an action initiated by a management decision to proceed and
may involvesome work to repair or modify the system.

Transition 26 — Event leading to decommissioning (State A to State G)

Like Transition 25, Transition 26 is very rare. Transition 26 happens when a
decision is made to decommission a system that is in normal operating condition.
This decision would be made when the anticipated cost of maintaining the system
is greater than the value the system provides or where the context has changed mak-
ing the system no longer valuable. Note that transition 26 does not describe a situa-
tion of significant breakage of the system because a threat induced decommissioning
sequence has at least two transitions, the first caused by the significant threat event
which results in the system transitioning to a degraded state and the second, or later,
transition being the decision to decommission the system.

Transition 26 is an action performed through a management decision.

Transition 27 — Event leading to agreed diminished state (State B to State F)

Like Transition 25 the system, in this case in State B, encounters a disruptive
event leaving it non-functional in State F. Although the system in State B, the origin
state of Transition 27, was in a state of heightened awareness of a threat, either the
magnitude of the threat was too great for the system to respond in a protective man-
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ner or the threat which caused the failure was of a kind different than that for which
the heightened awareness actions were watching. The design approach to assist con-
trol in Transition 27 is likely one of the Tolerance principles in Table 4.2.

Transition 27 is an action initiated by a management decision to proceed and
may involve some work to repair or modify the system.

Transition 28 — Event leading to decommissioning (State B to State G)

This transition differs from Transition 27 only in that the damage caused by the
disruptive event is not reparable. The system can be controlled to State G by any of
the principles in the Tolerance grouping.

Transition 28 is an action performed through a management decision with an
initial event caused by a threat event.

Transition 29 — Transition from the Heightened Awareness state to the Partially
Functional Disrupted state (State B to State C)

This transition involves a threat event which occurs when the system is in a state
of heightened awareness which, in turn, arises when there is awareness of possible
threat events. The threat which causes the event leading to this transition may origi-
nate external or internal to the system. Design approaches include selection from
the Tolerance principles, including modularity, neutral state, loose coupling, com-
plexity avoidance, hidden interaction avoidance, defence in depth, and functional
redundancy, depending on the specific system details.

Transition 29 is the result of a threat event.

Transition 30 — Transition from the Non-Functional State to the Heightened
Awareness state (State C to State B)

This transition involves an action of repair to a system in a non-functional state
so that the system is returned to a normal operational capacity while there is a rea-
son for the system to operate with heightened awareness of potential threats.

Transition 30 is the result of a repair activity.

Transition 31 — Transition from the Partially Functioning Disrupted State to the
Heightened Awareness state (State D to State B)

This transition involves an action of repair to a system in a partially functional
state so that the system is returned to a normal operational capacity while there is a
reason for the system to operate with heightened awareness of potential threats.

Transition 31 is the result of a repair activity.

4.5 An Approach to Design for Resilience

The engineer’s task is to design a system which performs its intended functions in
the manner intended and is inherently as resilient as possible and practical in the
circumstances, and demonstrating the resilience characteristics that provide the
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desired system characteristics under the stresses imposed by threats of kinds or
magnitudes beyond the specified design loadings of the system. The design process,
after the system requirements have been identified, follows the steps:

1.

Propose one or more candidate system architectures capable of satisfying the set
of requirements and applying established good design practice as determined in
the specific domain.

. For each candidate architecture review the resilience implications. The particular

concern is to review the impact on system capacity to perform its function if
subsystems identified in the architecture fail to perform their function. At this
stage the cause of failure is irrelevant because the analysis concerns the impact
on the system if the particular subsystem does not operate as intended and there-
fore does not contribute the services into the system that it has been configured
to perform. This analysis will enable determination of the failures which lead to
each of the kinds of degraded state. The knowledge of the system State resulting
from failure of particular subsystems will assist in determining the impact of loss
of each subsystem.

. It is now necessary to identify what possible threats could lead to loss of each

subsystem. This investigation results in knowledge of the probability of each
threat type and magnitude beyond the subsystem failure threshold, assuming
normal design precautions are incorporated, enabling construction of two types
of conjoint representations of the system. One of the conjoint measures links
magnitude of threat event of each type and the loss of system capability, indicat-
ing the impact of various levels of each type of threat. The other representation
concerns the threat magnitude of each type and the probability of loss of function
of each subsystem.

. The designer then identifies any deficiencies in the resilience of the current sys-

tem design proposal compared with the desired characteristics. The resilience
design principles listed in Table 4.1 are reviewed to suggest strategies to improve
the resilience of the system.

. The designer then proposes methods of incorporating one or more resilience

principles to address the particular concerns identified in the candidate architec-
ture. It is likely that multiple methods could be effective ways to improve system
resilience. Each method proposed must be analysed to enable selection of a
method that provides the best combination of resilience characteristics, function
performance, cost and delivery schedule.

. Each candidate architecture must be developed and analysed in order to deter-

mine the most appropriate system architecture and resilience strategy in order to
best satisfy the overall system objectives.

By following this approach, particularly focusing on the impact of loss of par-

ticular subsystems on the performance of the system, the designer is guided towards
ensuring the resilience and adequate behaviour under the influence of a diversity of
threats, rather than focusing on particular threats. The question of particular threats
is a second order question associated with determining the value to be gained
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through hardening particular subsystems against the effect of a particular threat type
beyond the inherent resistance of the normal production standard.

4.6 Resilience Principles to be Used in Design

We list a set of resilience design principles in Table 4.1. These principles have been
collected from resilience literature. Various contributors to the engineering concept
of resilience have identified a number of resilience related principles, often with
different names and slightly variant descriptions, and each has listed only some of
the whole set listed in Table 4.1. The subsets of principles found in each of the ear-
lier authors have significant overlaps with other contributors but none listed the
whole set.

Each of these principles has been demonstrated as valuable in (Jackson 2016a).
The method used to demonstrate the value of the principles was to find support for
each principle in the recommendations in reports of relevant authorities into a set of
system failures chosen from various domains of engineered systems. The reports
were official investigations into particular disasters. In each case the circumstances
of the disaster interacted with specific aspects of the system involved with the result
that the disaster took the form of a particular threat manifestation which interacted
with a particular weakness, or combination of weaknesses, with the outcome that
the system failed. Past experience of design in many domains has led to design guid-
ance, or required practices, which implement many of the resilience principles. In
such cases, the design rules have been enacted and enforced because of historic
experience. The result is system designs which are unlikely to fail for a reason that
would be remedied by that principle. Therefore, in such cases, principles already
embedded in the normal design practice of a domain are unlikely to be implied by
the recommendations of a report into a disaster because the causal sequence is more
likely to involve a different issue. However, the set of resilience design principles
were all each supported by the recommendations of at least one disaster report from
a set of ten disasters representing four domains.

Table 4.1 divides the principles into Top-level Principles and Support Principles.
Top-level Principles express a primary concept of an approach to some aspect of
resilience. The Support Principles express methods of implementation of the Top-
level Principles. As such the primary choice in the design process is to choose to
apply a Top-level Principle, which will address one of the primary perspectives on
the nature of resilience. The secondary decision concerns methods of implementing
the Top-level Principle, and these are indicated through the Support Principles.
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4.7 Groupings

Jackson (2016a) concluded that the principles listed in Table 4.1 can be organised
into four groups each identifying an attribute of resilience. These attributes derive
from the multiple aspects of the concept of resilience, concerning the resistance of
the system to degradation caused by threats, the enablement of recovery after a
threat event has caused diminishment of the system, managing the diminishment of
system in the immediate aftermath of a threat event and ensuring the integrity or
coherence of the system at all times. The four groups and the associated top-level
principles are shown in Table 4.2. It will be noticed that the functional redundancy
principle applies to two groupings.

4.8 Mapping of Principles

In a previous work Jackson (2016a) mapped the principles to the transitions using
the rules shown in Table 4.3. These rules are based on whether the transition will
result in the system having partial functionality, functionality lower than the pre-
transition state, return to the pre-transition state, restoration of part or all the func-
tionality, involves humans in the loop, or retains the integrity of the system. The
rules, which identify principles which are likely to be useful in designing solutions
that assist implementation of particular transitions in a manner that satisfied the
resilience objectives relevant to the system. The principle or principles that are
appropriate, and therefore required the qualification “likely” above, depend on the
specific system context which may permit or prohibit certain principles. In addition,

Table 4.3 Rules for mapping transitions and candidate resilience principles
Rule

Applicable transitions

Any transition resulting in a partially functional state =>
modularity, physical redundancy, functional redundancy

7,8

Any transition to a lower (less functional or non-
functional) state => all Tolerance principles.

6,8,11,13, 14,15, 16, 17, 19,
21,22, 23,24, 25, 26,27, 28,
29

Any transition to the same state => all Robustness 1,3, 10,12, 18
principles

Any transition resulting in an increase or restoration in 2,5,9,20
functionality => all Adaptability principles

Any transition resulting in heightened awareness = drift |4

correction, human in the loop

The human in the loop principle can execute the
following other principles: drift correction, neutral state,
loose coupling, functional redundancy

All relevant transitions for the
named principles

The internode interaction and defense in depth principles
apply to all transitions => All Integrity principles

All transitions
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design architecture choices may point to the appropriateness or inappropriateness of
particular principles, particularly because of the cost of implementation of solutions
based on one principle or the alignment of a principle already used for another pur-
pose which may have incidental benefit in achieving another aspect of resilience.

4.9 Conclusion

The state machine formulation of the problem of resilience is a useful tool to assist
reasoning about the acceptable resilience characteristics of a particular system.
Systems will be subjected to events arising from external sources which are outside
the conditions which they were specified and designed to withstand. In addition, any
system is subject to threats arising internally, either as a result of latent faults that
escaped detection in the testing process, or as a result of some action or lack of
action of a person inside the system which results in things going awry, some of
which may be accidental and some malicious. The result of this is that systems can-
not be built to withstand all possible bad events without any risk of degradation.

The state machine model assists the systems engineer to separate the cause of
challenges to the system, the specific form of threats, from the effect on the system
by emphasising the effects on the system, through the various states in which the
system could be situated. The states are important because they represent the vari-
ous states of completeness of the system function and therefore analysis of the sys-
tem performance when in each state enables discovery of the impact on the whole
system functionality when particular subsystems have failed.

There are two philosophies for achieving resilience. One focuses on the causes
of system degradation. Where the cause philosophy dominates the attempt to create
resilience will be focused on toughening the system and its components against the
types of threats identified and at levels which represent a reasonable balance of cost
and benefit, since it may be impossible to identify the highest possible level of a
threat or it may be impractical to build the system to withstand that extreme level.

The second philosophy focuses on the effect of failures of components or subsys-
tems in the system. In this case the first analysis of a system architecture is to posit
the “what if”” questions associated with parts of the system failing or functioning in
a manner different than intended, and analysing the system to determine the impact
of those failures on the whole system performance. This enables clear understand-
ing of the effect of the loss of things that could be lost through the effect of any
threat. Further analysis of the possible causes of failure of the particular compo-
nents can be performed to determine the impact on whole system performance of
any of the possible threats. Understanding of the impact on whole system perfor-
mance opens the designers thinking to a wider range of strategies to achieve
improved resilience of the system and frames the matter on achievement of the
desired system effectiveness outcomes rather than the survivability of particular
components of the system.
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A systems engineer working with the second, effects, philosophy will be free to
look at approaches to resilience that include providing the service by alternative
methods and by hardening particular components against specific threat causes,
possibly to different magnitudes of threat for different components because the
impact of loss of some is greater than for others. The effects philosophy also focuses
on considering what are appropriate levels of performance of system functions
when the system is affected by threats and the decision may depend on the scenario
leading to the impairment of the system.

The authors have presented a comprehensive multi-faceted approach to design-
ing a resilient system. This approach can be applied to many system types, many
threat events, and many scenarios because it is focused on understanding the effects
of threat events rather than focusing on the causes and mechanisms of threats to the
system. This approach is presented to help the reader develop more refined
approaches to the challenge of designing resilient systems.
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Chapter 5

Infrastructure Resilience Assessment,
Management and Governance — State
and Perspectives

Hans R. Heinimann and Kirk Hatfield

Abstract Rapid urbanisation worldwide has created a host of fundamental chal-
lenges, which in conjunction with natural or man-made disasters, now threaten the
resilience of communities, cities, and mega-cities. Consider the first challenge of
climate change which has undermined the fundamental assumptions used to design
the engineered systems that currently define the critical functionalities of cities
today, and for tomorrow will demand innovative paradigms and new assumptions
for designing resilient cities of the future. Another challenge concerns the damages
directly or indirectly associated with natural and man-made disasters. These dam-
ages are expected to escalate as long as the value at risk continues to increase. And
then there is the challenge of surging connectivity within and between critical infra-
structure systems which has left such systems interdependent and vulnerable to cas-
cading failures and regime shifts which foment ill-defined changes in system
functionality. Changes that include but are not limited to emergent disruptions of
critical services, system damages and even system-wide failures. The purpose of
this chapter is to propose a framework for understanding and assessing critical
infrastructure system resilience, to introduce a vision of resilient governance, and to
propose a framework for harnessing knowledge transfer and continuous learning as
required of policymakers seeking to elucidate and promote best practices that shape
desired behaviour from individuals, social systems, stakeholders and communities.

Significant findings are the following. First, a set of 10 questions (deca-tuple set)
is formulated to frame resilience assessment and management concepts. The
approach taken is analogous to that of the triplet-question set of risk management.
The deca-tuple question set serves to guide the work of resilience evaluation and
analysis and even resilience building. The process of building resilience is, in fact,
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a collective action of public and private stakeholders responding to infrastructure
disruptions. We propose a resilience assessment framework consisting of 5 phases:
pre-assessment, appraisal, characterization and evaluation, management and com-
munication. This framework follows that of the risk governance framework of the
International Risk Governance Council (IRGC). Building resilience requires con-
tinuous learning and adaptation from individuals, teams, organisations, governance
and government systems. We propose three levels: knowledge transformation for
policymaking, building best practices, and adapting individual behaviour. Authors
identified several knowledge gaps for future scientific investigation in the domains
of: context and framing, disruption identification, biophysical resilience analysis,
cognitive resilience analysis, resilience evaluation, and building system resilience.

Keywords Resilience framework ¢ Biophysical resilience ® Cognitive resilience ®
Resilience functions ¢ Resilience governance

5.1 Introduction

Urbanisation is an aggregation process that fosters the emergence of urban clusters
where much of the world population resides and the magnitude of human activities
prevail. This process continuously changes the very spaces that humans occupy and
their contiguous environments. By 2030 the world will have 41 megacities with
more than 10 million inhabitants (UN 2014). In 2014, 1 out of 8 inhabitants world-
wide were living in one of 28 megacities. Several trends have come to characterise
the urbanisation process. First, the density of infrastructure per unit of area contin-
ues to increase and with it the value at risk which results in higher expected dam-
ages, even if the hazard profile remains constant. Second, the urban metabolism — the
flow of goods, services, information, and people — continues to expand dramatically,
and is borne by a stratified systems of coupled infrastructure systems that enable
different kinds of flows. Third, cities of today represent the nascent skeleton of the
cyborg (“cybernetic organism”) cities of the future (Swyngedouw 2006), cities that
constitute ever sophisticated and interdependent mosaic of advancing infrastructure
systems, enabling technologies, green spaces and social systems. The flow of mate-
rials, energy, information, people, and resources is converging wherever critical ser-
vices are provided and essential functions are executed. It is within this context that
natural ecosystems, social organisations, and constructed infrastructure networks
and assets merge into complex interdependent socio-ecological-technological sys-
tems, which epitomise zones of urban activity. This rapid urban development has
brought to forefront several fundamental challenges. For example and as previously
indicated, expected damages due to disruptions will increase because the value at
risk has grown. Second, climate change is augmenting changes in the spatial and
temporal variability and uncertainty of environmental conditions, which will in turn
undermine the very assumptions used to design the systems that currently define our
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urban environment. Third, the coupling strength between and within connected
infrastructure systems continues to grow and under the right conditions will foment
cascading system failures or even regime shifts that precipitate emergent system
disruptions and damages never before experienced.

Risk management has been a successful approach in dealing with the future and
its associated uncertainties as long as hazards, system responses, actions, and
mechanical properties of engineered structures can be characterised using station-
ary probability distributions over the parameters of interest. The trends mentioned
above will yield a growing fraction of ambiguous or weak signals that emerge into
disruptions with unexpected outcomes. It is difficult at best to design and implement
preventive measures if critical event drivers and system consequences are vague or
impossible to predict. Current risk-based engineering approaches treat hazard-based
loss mitigation as a problem that can be solved with classic infrastructure hardening
or building an increasingly hazard resistant infrastructure. This approach, has
proven to be costly and ineffective against extreme or unexpected events (Francis
and Bekera 2014, Olsen 2015, Park et al. 2013). This dilemma calls for a new para-
digm for system design and management that consider the inability to fully define
and estimate the uncertainties affecting the system (Olsen 2015). Traditional engi-
neering design pursues essentially a preventive strategy of balancing the actions on
a structure with structural resistance or one of enabling a structure to resist a whole
set of actions based on assumptions. Biological and Ecological Systems possess this
type of “resistance” but have additional, postevent strategies. The wound healing
process of organisms is an example. Immediately after wounding, the inflammation
mechanism aims to maintain critical body functions (stop bleeding, the breakdown
of necrotic tissue), followed by rebuilding the wound and rearranging affected body
structures and functions to normalcy. Resilience is a concept that stems from sys-
tem’s resistance, and mimics postevent recovery functions of natural systems.
Although the concept has been around for a while, a comprehensive generic concept
is missing that is applicable across multiple disciplinary domains.

In this chapter, we first propose a framework to understand and assess the resil-
ience behaviour of critical infrastructure systems, which is based on a brief review
of the state-of-the-art in the relevant fields. Recognising that building resilience is a
collective action problem, we then sketch a vision of a resilience governance sys-
tem — predicated on the IRGC’s risk governance framework. Assuming resilience
building requires changes in both technical and social spheres, we propose a frame-
work for using knowledge transfer and continuous learning in policymaking, defin-
ing and promoting best practices, and shaping the behaviour of individuals, social
systems and communities.
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5.2 Understanding the Behaviour of Infrastructure Systems
Under Multi-hazard Scenarios

Our infrastructure systems and the environment in which they operate, are getting
more and more complex and interdependent. Our ability to understand them with
common sense or with the aid of multifaceted models and tools has not kept pace
with this growing complexity and interdependence. Engineered infrastructure sys-
tems are based on specific assumptions about the properties and behaviours of these
systems and their surrounding environments. Unexpected changes in the environ-
ment or inadequate understanding of interactions within and between systems may
result in unexpected system behaviours that range from normal to disrupted opera-
tion to failure. The vulnerability of modern infrastructure systems to emergent and
cascading failures calls for novel approaches that foster the design, analysis, moni-
toring, and management of engineered systems, which are more resilient.

5.2.1 Need for a New Infrastructure Assessment Approach

The crucial issue —as presented in Fig. 5.1 on the x-axis — is essentially the quality
of available knowledge on infrastructure system behaviour under different endoge-
nous and exogenous conditions. Many engineering approaches, for example, those
identifying optimal solutions with mathematical methods, rely on certainty assump-
tions; that is, they assume complete knowledge of the system and the environment
and the classic model of human behaviour (Homo Economicus). The introduction
of uncertainty enables the relaxation of these assumptions through the use of expec-
tation values, which are the products of probabilities and various metrics of conse-
quences. Probabilistic risk analysis, which is the backbone of risk management
since the 1950s is a stream of thinking, which still represents the state-of-the-art
(ISO 2009). Further relaxation of what is known about a target system is engen-
dered in the concept of ambiguity (Renn and Klinke 2004) which assumes there are

Fig. 5.1 The influence of
knowledge domains and a
new design and
management paradigm on
risk (Adapted from Murray
et al. 2013)
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observations on some phenomena which proffer several legitimate interpretations of
meaning. The Zika virus is an excellent example of ambiguity; its existence has
been known for some time, but the sheer diversity of interpretations regarding
threats, actions and consequences confounded efforts to forecast the ensuing epi-
demic. In air traffic control, ambiguity is termed as “weak signals”, and most often,
there is no finite interpretation of meaning. There is yet another level of system
knowledge, which is characterised as “unexpected” or “unknown”. The black swan
concept (Taleb 2007) is a metaphor for this category, which assumes there are events
that just happen for which there are no means to anticipate or predict them. The
“dragon king” concept (Sornette 2009) assumes — and successfully demonstrates —
that there are options to anticipate or predict “unknown events” if we have real-time
information regarding system behaviour with an adequate time granularity (Sornette
and Ouillon 2012).

The y-axis of Fig. 5.1 presents the expected adverse consequences for the differ-
ent categories of knowledge and different management strategies for a system. Up
to the 1950s, approaches to design and manage infrastructure systems were based
on certainty assumptions. With the emergence of probabilistic risk analysis in the
1950s (Keller and Modarres 2005), risk management approaches — aiming to elimi-
nate or prevent unacceptable risks — improved the overall safety and security of our
systems tremendously. Today’s constructed infrastructure systems are more com-
plex and highly connected; these changes have pushed a large fraction of urban
infrastructure systems into the “ambiguous” and “unexpected” knowledge domains,
and in turn increased the risk of adverse and ill-defined consequences (upper line,
Fig. 5.1). Ambiguity or lacking sufficient knowledge about a system means that
communities, engineers, and governance have to cope with invalid assumptions
(Day et al. 2015), either due to unexpected changes in the environment or due to
emerging and unexpected behaviours in critical infrastructure systems (Haimes
et al. 2008). Communities must acquire the capacity to ensure infrastructure sys-
tems continue to provide critical services and support essential function whenever
and wherever invalid assumptions reside (Day et al. 2015). The capacity of a system
to cope with invalid assumptions is the hallmark of a resilient system, which unfor-
tunately does not appear in most resilience definitions. Alternatively, if the assump-
tions about the system and its environment are constant, knowledge is ‘certain’, and
system resilience is not in question. Enabling a system to behave resiliently lowers
the adverse consequences (Fig. 5.1, lower curve) and the difference between the
“risk management” and the “resilience management” curves results in a resilience
gain, creating economic benefits that must be evaluated against the additional costs
of resilience measures.
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5.2.2 What Are the Main Gaps in Infrastructure System
Assessment?

The knowledge domains of Fig. 5.1 correspond to three types of systems: determin-
istic, probabilistic, and non-deterministic (Dove et al. 2012). The systems engineer-
ing community characterise non-deterministic systems as those requiring novel
(resilience) approaches including complex-adaptive, autonomous, chaotic, agile,
etc. This type of behaviour is often the result of two drivers, an increase in coupling
strength and a decrease in heterogeneity both within and between systems (Osorio
et al. 2010). If the coupling strength of a system increases and its heterogeneity
concurrently decreases, the system may enter a critical state where a transition to a
new regime (“regime shift”) occurs and system behaviour changes.

Since 1978, it was known that probabilistic risk assessment, a well-established
approach for probabilistic systems [systems of the 2nd kind], suffered major short-
comings as a tool for assessing of non-deterministic systems [systems of the 3rd
kind] (Lewis et al. 1978). It was argued then that it was conceptually impossible to
construct event-trees or fault-trees to completeness and that probabilistic risk assess-
ment models do not account for unexpected failure modes. More recently, Leveson
emphasised that this type of “chain-of-event” analysis is not be capable of account-
ing for indirect, nonlinear, and feedback relationships that govern the behaviour of
complex systems (Leveson 2004). She claimed that traditional approaches per-
formed poorly in modelling human action behaviour by often reducing human fac-
tors to deterministic operator models that were based on human reliability
assumptions. Aware of these challenges, the systems engineering community-
initiated research on “systems of systems engineering” (Deiotte 2016) and on “non-
deterministic systems” (Dove et al. 2012). They found serious systems engineering
gaps arising from the application of from previous concepts, approaches, and tools
that were not appropriate to tackle these new challenges (Dove et al. 2012). A gap
closing endeavour should start with analysing differences between previous systems
and “systems of the 3rd kind” and the requirements to be fulfilled by novel
approaches and tools.

5.2.3 Infrastructure Resilience Assessment

A useful approach to coping with infrastructure assessment challenges is to look
outwards from where we are; where the phase, “where we are” is taken to mean the
standard approach to assessing systems for adverse consequences, which is risk
management. The ISO standard 31,000 (ISO 2009) defined a risk management and
assessment framework that is widely accepted. Accordingly, the risk management
process consists of five activities: (1) establishing the context, (2) risk identification,
(3) risk analysis, (4) risk evaluation, and (5) risk treatment. Below, we characterise
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each of those activities and explore directions for advancing each but from the per-
spective of resilience management and assessment (Fig. 5.2).

The scope of the analysis is comprehensive; it looks at an infrastructure system
as an integration of engineered components, the operating organisation, and user
subsystems.

Communicate, consult

5.2.3.1 Establishing the Context

The first activity, establishing the context, aims to evaluate and understand the
environment and internal governance arrangements, the latter of which defines
human interactions and operational procedures within any organisation. Non-
deterministic systems in need of resilience management must be viewed beyond
local system boundaries. Ecologists have long recognised that phenomena associ-
ated with complex systems often extend across different spatiotemporal scales
(Holling 2001). They were among the first to demonstrate the value of interrogating
complex systems at temporal and spatial scales both above and below the target
system of interest. In an ecological context, the analysis of a single plant would
require an investigation of the pertinent plant’s ecological community at the upper
level and plant’s organs at a lower. For a social-technical system, such as a manufac-
turing plant, the analysis would include the supply chain at the upper scale and
production cells at a lower. This is multi-scale perspective supports Leveson’s view
that human actions cannot be reduced to a simple operator that follows a determin-
istic human reliability model. For example, explaining and understanding the mul-
titude of human factor issues that existed before and then evolved during and after
the Fukushima nuclear power plant accident is only possible, if the control room,
the plant management, and the plant owner are viewed concurrently as distinct
interdependent levels of a larger complex system.
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5.2.3.2 Disruption Identification

The second activity, risk identification, aims to identify those events that “might
create, enhance, prevent, degrade, accelerate or delay” the achievement of objec-
tives (ISO 2009), which in most cases means the provision of a single or a set of
services. Risk identification addresses the first of the “triplet idea” questions “what
can go wrong?” or “what can happen?” respectively (Kaplan and Garrick 1981).
Traditional risk analysis follows a “chain-of-event” type of analysis, which means
that it identifies the roots of event trees or branch tips of failure trees. It is obvious
that the identification of critical events is crucial, because critical events that are not
identified at this stage will not be included in further analysis (ISO 2009).
Nondeterministic systems failures rarely follow “chain-of-event” type patterns but
are characterised by two phenomena: multi-hazard events in the environment of a
system and critical regime shifts within a system. Recent advances in financial
mathematics are delivering new approaches and tools to model the cumulative
effects of interdependent event variables (McNeil et al. 2015). Compound distribu-
tions can model the cumulative effect of two or more variables, for example, a first
variable describing the frequency distribution of an event in time and a second vari-
able describing the frequency distribution of the event magnitude. A so-called com-
pound Poisson distribution (McNeil et al. 2015) is one example of such an approach
that could be used for infrastructure system events such as the modelling rock fall.
Copula models provide a more comprehensive approach to describing the depen-
dence within a set of random variables that is based on the assumption that any
multivariate joint distribution can be represented regarding univariate marginal dis-
tribution functions and a copula, which describes the dependence structure between
the variables (McNeil et al. 2015). Copulas possess considerable potential in model-
ling multi-hazard events, but calibration requires good data. Regime shifts are
another challenge, for which traditional risk management approaches do not pro-
vide methods and tools. A regime shift is a large, abrupt, persistent change in the
structure and functions of a system, which produces an overall change in system
behaviour. Hence, an analysis of system regime shifts focuses on gathering and
interpreting evidence of internal system disruptions and change. The existence of
system regime shifts presents two challenges in achieving resilience: first, there is a
need to understand system-specific critical states, their existence, and the conditions
that induce their emergence. Second, there is a need for tools to detect or anticipate
critical regime shifts. Dragon King theory (Sornette and Ouillon 2012) provides the
basis and the tools to detect a considerable fraction of Dragon King events when
sufficient time series data exists to characterise the state of the system of interest.

5.2.3.3 Resilience Analysis
The third activity, risk analysis, intends to develop a thorough understanding of

context-specific risks. Following the “triplet idea” set of questions (Kaplan and
Garrick 1981), it tries to answer the second and the third question, “how likely will
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an event happen?”, Moreover, “if it does happen, what are the consequences?”.
Ideally, we have a high number of scenarios, representing the whole range between
“high probability — low consequence” and “low probability — high consequence,”
which would allow us to derive an empirical distribution function over the range of
possible consequences. Risk management professionals have been presenting this
type of empirical distribution functions in double logarithmic plots with a conse-
quence metric on the x- and the exceedance frequency on the y-axis. These plots are
known as frequency-consequence diagrams, in short FC-diagrams, that emerged at
the end of the 1960s (Farmer 1967) and are now standard to present the probabilistic
results of risk analysis. FC-diagrams are easy to understand but limited by the num-
ber of scenarios considered for analysis and by the “chain-of-events” approach that
cannot account for indirect, nonlinear, and feedback relationships that govern the
behaviour of complex systems (Leveson 2004).

5.2.3.4 Deca-Tuple Resilience Question Set

The question for this audience is in what direction risk analysis should evolve to
address current needs for the analysis of resilience in urban socio-ecological-
technological systems and in particular constructed infrastructure. The “triplet idea”
concept (Kaplan and Garrick 1981), defining three key questions, has shaped our
conceptual understanding of risk analysis. In analogy, a first step is to further
develop the “triplet idea” in such a way that it captures the essential functionality or
behaviour of resilient systems. Although many resilience definitions have been
around, a consistent description based on generic system functions is still lacking.
In this paper, resilient system behaviour is framed within the context of three classes
of generic functions: biophysical core functions, enabling functions, and cognitive
functions (Fig. 5.3).

The biophysical core functions characterise the “bathtub” behaviour of systems,
triggered by some shock, absorbing the shock, recovering and adapting, which can
be restated in a “quadruplet idea” question set (Fig. 5.3). (1) What is a systems’ abil-
ity to resist within acceptable degradation (Haimes 2009)?; (2) How can we best
re-establish a systems’ key functionalities or re-stabilize its behaviour?; (3) How
can we best re-build a systems’ performance up to normalcy?; and (4) How can we
best change the biophysical architecture/topology of the system to make it more
fault-tolerant? Enabling functions support and amplify biophysical core functions
and are expressed in a double question set: (1) Does preparation increase the capa-
bility to cope with unexpected disruptions?; and (2) Does an emergency response of
a system significantly reduce degradation?

Cognitive functions comprise the capabilities of individuals and organisations to
perceive the state of a system and the environment in which it is operating, under-
standing its significance and meaning, to retrieve or develop courses of actions, and
to select and release the most meaningful action. Cognitive sciences and psychol-
ogy have made significant progress in understanding how both cognitive and affec-
tive appraisal processes operate (Moors et al. 2013). Cognitive functions are
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Fig. 5.3 Resilient System Behaviour, framed with three classes of functions: (1) biophysical, (2)
cognitive, and (3) enabling. The three classes split into ten resilience functions

embedded within higher order organisms, storing sets of meaningful actions in the
repository and having mechanisms to perceive threats from past observations. If the
cognitive part of resilient system behaviour were articulated as a quadruplet set of
questions, it would look as follows (Fig. 5.3). (1) “How can we keep the perceptive
awareness of a system alive over a long term?”; (2) “How can we best detect or
anticipate unexpected, critical events, or regime shifts?”; (3) How can we best
remember — store and retrieve — actions that successfully dampened past critical
events or mitigated regime shifts?”; and (4) “How can we continuously adapt the
behaviour of individuals and organisations to increase their capability to cope with
unexpected events?”. Following this logic, answers to 10 questions are needed to
acquire a comprehensive resilience assessment, which is — compared to the triple
risk management question set — a challenge. A pragmatic approach is to start with
the quadruple biophysical core function set, that characterises the “bathtub” behav-
iour at the aggregated level of systems or the system of a systems perspective, as
illustrated in Fig. 5.4 for power grid behaviour in areas affected by super storm
Sandy (Henry and Ramirez-Marquez 2016).
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Fig. 5.4 Power supply performance after the disruption of Hurricane Sandy (Adapted from Henry
and Ramirez-Marquez 2016)

The immediate power system response to the shock of Hurricane Sandy was the
collapse of performance to about 30% of the pre-event level. This phase equals the
“resist” function, which has to make sure that critical systems stay within an accept-
able range of functionality. After reaching the bottom, the “re-stabilize” function
ensures critical system functionality survives, which in the Sandy case took a couple
of hours. The third function, “re-build” allows the system to recover to the pre-event
performance level, which took about eight days. Figure 5.4 does not enable one to
make any statements regarding the “reconfigure” function or feasible changes that
may have occurred with the architecture of system components and system topol-
ogy. This nicely documented real-world case illustrates that what we learn from
beyond the typical approach to “resilience analysis” which answers only a subset of
the Deca-tuple resilience questions, and it demonstrates the value ofr a more com-
prehensive approach to resilience analysis.

5.2.3.5 Resilience Analysis Tools

Previous sections defined ten dimensions of analysis that provide quantitative data
on infrastructure systems resilience. Standardised analysis and assessment
approaches often follow a tiered approach consisting of several levels of analysis.
Tiered approaches have been used to complete typical environmental risk assess-
ments (Backhaus and Faust 2012) and in the assessment of risks associated with
nuclear waste repositories (Harvey 1980). Analyses can vary with analytical granu-
larity, data availability, model sophistication, etc. In the following paragraphs, a
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brief review of resilience assessment methods is presented beginning with simple
qualitative assessments and ending with sophisticated models of adaptive agents
interacting within different types of large networks, otherwise known as system of
systems models.

5.2.3.6 Resilience Analysis Tools — Qualitative Approaches

The lowest tier of analysis relies on expert knowledge, approximations, and system
parameters that are either well known or documented in the literature. Linkov et al.
(2013a, b) proposed a “resilience matrix” approach with subsystem types (physical,
informational, cognitive, social) as one dimension and resilience functions (prepare,
absorb, recover, adapt) as the second dimension. In its simplest case, this matrix has
one criterion per cell, for which there would ideally be a metric. The overall systems
resilience is the aggregate of the 16 metrics that could result from multi-criteria
decision analysis methods. An adaptation and further development of energy sys-
tems (Roege et al. 2014) resulted in an extended resilience matrix that also consists
of 16 cells; however, each cell contains several attributes making for a total of 93
attributes. The authors claim that this approach covers several phases of an event
and integrates different system properties. Because of its simplicity and focus on
qualitative assessments, this matrix approach seems appealing; however, its scien-
tific defensibility and reproducibility are low, and it does not capture interconnect-
edness within and between systems that are often the main cause for critical regime
shifts, cascading failure, and emergent system behaviour.

Higher tiered approaches often follow systems analysis, a process to develop a
sound technical understanding of the system predicated on a rigorous basis of data
and information (Walden et al. 2015). Experts have 